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Abstract 

This document reports on the test and evaluation of the final prototype of the Artificial Cognitive System for 

robot-human object transfer. The robot system was tested on two different populations of participants in two 

experiments. In the first experiment, different conditions of the handover system were tested using two 

different objects with a group of 10 younger (mixed age) adults. In the second experiment, a single condition 

was used to test handover of 3 different objects with 5 elderly participants. Both experiments included 

qualitative and quantitative evaluations of the human experience and behaviour during the human-robot 

interaction. In addition an evaluation of the prototype robot performance was made in effecting handovers. 

The results from these evaluations are used to indicate the preferred parameters for configuring the robot for 

object transfer between human and robot. 

 

 



Deliverable D6.30 CogLaboration 

FP7 - 287888 Page 3 of 47  

 

Executive summary  

This document reports on the execution and outcomes for the test of the final artificial cognitive system 

prototype for fluent Human-Robot object transfer (handover). 

Section 1 describes the objectives of the prototype testing, namely: 1. To explore younger (mixed age) adult 

user evaluation of the robot system behaviour and control methods; 2. To compare different configuration of 

the robotic system; 3. To undertake an initial evaluation of the efficacy of the prototype in the interaction 

with elderly people. 4. To compare interaction with the system of elderly people and younger adults. 

Section 1.1. summarises the properties of the different experiment configurations that were tested 

(‘Normal’, ‘Fixed location’ , ‘Verbal start’ ’, ‘Learning’ ’, ‘Hand Posture’, ‘Grasp Mode’, and 

‘Velocity’). 

Section 2 describes the experiment setup, design, protocol, procedure and data collection for Exp 1. 

Section 3 presents results for Exp 1.  

Section 3.1 presents analysis of the qualitative evaluation results for the prototype evaluation for 

both studies including: (i) Analysing qualitative rating responses to the questions about perceived ‘Safety’, 

‘Comfort’, ‘Ease’ and ‘Satisfaction’ of the object transfer interactions.. (ii) Describing and collating the 

results of the post-session interviews in which participants were asked to describe their experiences during 

the experiment. 

Section 3.2 summarises the main observations from the quantitative measures of the robot and 

participant behaviours that were recorded by the robotic system and the motion trackers the participants wore 

during the two studies.  

Section 3.3 combines the qualitative ratings data with the quantitative measures by analysing the 

correlations between the two sets of data.  

Sections 4 and 5 summarise methods and results for Exp 2, evaluation of the prototype with elderly people, 

following the same structure as Sections 2 and 3. 

Section 6 compares young and elderly performance. 

Section 7 compares present and previous evaluation results.  

Section 8 summarises the technical performance of the robot. 

 Section 8.1 provides examples of exceptions in the robot performance. 

Section 9 draws conclusions with, 

Section 7.1. focusing on the technical performance evaluation, 

Section 7.2. focusing on the participants’ behaviour and experiences, as expressed by the qualitative 

and quantitative measures, and 

Section 7.3. focusing on conclusions concerning the evaluation methods and procedures. 

During the evaluation the prototype successfully performed almost continuously for close to 7 hours per day 

on four consecutive days with no serious defects, producing successful Human-Robot interactions within its 

workspace, i.e. handing the torch object to the participants and receiving it back again, across various 

participants’ heights and all 3 scenario configurations. 

In brief, the results of the prototype testing lead to the following main conclusions:  

 The prototype of the system can successfully perform handover of different objects in different 

configurations. 

 The satisfaction of the user is strongly related to the behaviour of the system in selecting the handover 

location. 

 The system can perform in a satisfactory way handover on a population of young as well as of elderly 

adults. 
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 Interaction with the robot is different between younger and elderly adults, suggesting particular 

attention in designing a robot suitable for an optimal handover with elderly people. 
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1 Introduction 

This report documents two human-robot transfer experiments involving object handover that took place in 

the robotic laboratory of Tecnalia, Spain, between December 2014 and February 2015. A previous 

deliverable D6.20 evaluated the first prototype robot system for human robot interaction involving object 

handover in terms of user experience and behaviour. Young adults were tested in two standing (engine bay, 

hydraulic lift) and one lying (under car) scenarios. The main findings were (i) task and behavioural measures 

(eg speed) are negatively correlated with the perceived safety and ease of transfer, (ii) subjective experience 

of transfer is more strongly correlated with temporal than spatial aspects of robot performance (iii) 

participants generally reported feeling safe in the interactions (iv) relative timing of human and robot 

movement was more influential than absolute dynamics of the robot in determining perceived safety (v) 

participants were more critical of robot performance in human to robot (H>R) than in robot to human (R>H) 

transfer  (vi) verbal control was perceived as giving a clearer sense of control (vii) there was no effect of 

scenario on human-human ratings. 

The first prototype robot system for human robot object transfer comprised an initial implementation of 

Dynamic Movement Primitives (DMP) as described in D4.10. Such a model was compared with human 

behaviour in D4.61 and evaluated on the robotic platform in D6.20. Based on the outcome of this evaluation, 

the control model was extended to (i) provide better monitoring of the robotic arm velocity and acceleration 

constraints, (ii) allow the insertion of transport constraints (iii) permit some online adjustments of the 

handover strategies and (iii) take advantage of exteroceptive (from the Kinect) and proprioceptive (from the 

hand and arm sensors) inputs to detect the significant events for orchestration of the robot actions. Such 

extension has been described for the control part in D4.20, D4.30 and D4.62, and the overall system 

behaviour was highlighted in D5.51 for the acquisition of static objects and in D5.60 for human robot 

interactions. The purpose of the present deliverable is to evaluate the refined (final) version of the prototype 

Artificial Cognitive System for fluent HR object transfer in terms of user experience and behaviour in two 

different populations of interest: young and elderly adults in normal standing.  

The broad aim of the experiments was to understand the quality of the control layer implementation of the 

robot and its flexibility under different conditions in terms of the reaction of users under different interaction 

configurations. The specific objectives of the experiments were:  

1. Test the final  prototype of the integrated robotic Artificial Cognitive System for fluent HR object 

transfer by: 

a. Engaging the system in HR handover actions in a sustained period of testing (Exp 1 10 

participants over 5 days, Exp 2 5 participants over 4 days).. 

b. Confronting the system with 8 female and 7 male participants, varying in age from 23-84 

years and height (1.6m to 1.9m). 

c. Confronting the system with different conditions to test different forms of robot-human 

object transfer (‘Normal’, ‘Fixed location’, ‘Verbal start’ ’, ‘Learning’ ’, ‘Hand Posture’, 

‘Grasp Mode’, and ‘Velocity’). 

d. Using a range of objects with different grip and weight properties to challenge the system’s 

ability to manipulate and properly present different objects. 

2. Explore user preferences concerning robot behaviour and control methods, i.e. evaluate participant 

preferences for certain conditions of object transfer (e.g. “fixed location” vs. “learning”) and 

different methods for triggering robot action (e.g. “normal” vs. “verbal start”). 

3. Compare the behaviours and the subjective experiences in human robot interaction of older 

(“elderly”) and younger adults. 

4. Further evaluate the methods and procedures that were proposed and developed within T6.1, for the 

quality control of the Artificial Cognitive System prototype. 
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1.1 Overview  of the conditions for the two experiments 

In this section, the different conditions in which the handover H>R and R>H were performed in the two 

experiments are listed by way of overview.  

In the first experiment the conditions were: 

Normal exchange: no special indications for the user or modification to the standard (as described in D6.20) 

robot behaviour was performed. Robot behaviour and control was as described in D6.20.In this condition, 

two different objects were exchanged: 

 obj1: Mug; 

 obj2: Glasses case. 

Fixed exchange location: The robot moved to the handover location it had learnt from previous interactions, 

disregarding the hand/object pose of the human partner detected by the perception layer. 

Verbal start: The robot started reaching for the exchange location when receiving a verbal command.  

Learning: The robot behaviour was unaltered from the normal exchange condition, but the user was asked to 

exchange the object at a different location than usual. This was done to study how the robot reaction changed 

after learning the new location. 

Hand posture: The robot behaviour was unaltered from the normal exchange condition, but the user was 

asked to call for the object with a specific hand posture during the R>H exchanges. The specific hand 

postures were: 

 'up': The user was asked to extend its hand completely open with the palm facing up; 

 'front': The user was asked to present its hand with the palm facing towards the robot; 

 'side': The user was asked to present its hand with the palm facing left (as if shaking hands); 

Grasp mode: The robot behaviour was unaltered from the normal exchange condition, but the user was asked 

to present the object with a specific orientation in H>R exchanges. The possible orientations were: 

 'vertical': the user was asked to present the object with its main axis vertical; 

 'horizontal': the user was asked to present the object with its main axis horizontal and pointing 

towards the robot; 

Velocity: The velocity of the generated trajectories was altered with respect to the standard/ normal case. 

Three levels of velocity were chosen: 

Vel1: τDMP parameter of the control law set to 0.7; 

Vel2: τDMP parameter of the control law set to 1.2; 

Vel3: τDMP parameter of the control law set to 1.4. 

The second experiment with elderly participants involved only the normal exchange condition but with the 

inclusion of an additional object, the torch. Thus: 

 obj0: Torch 

 obj1: Mug; 

 obj2: Glasses case. 



Deliverable D6.30 CogLaboration 

FP7 - 287888 Page 13 of 47  

 

2 Experiment1: Young adults 

This section describes the experimental protocol that was developed and implemented to perform the first 

experiment. Ten right-handed healthy volunteers (5 male, average age 40 years) took part in the experiment 

(see Table 1). All the participants were employees of Tecnalia, but were not involved in the project in any 

way. Three were naïve to the handover protocol, the others had participated in the first evaluation (D6.20), 2 

assessed on HH handover, 5 assessed on HR handover. 

Table 1: Experiment 1 participants (those shaded green also participated in HR testing in the first 

evaluation; those shaded blue took part in HH testing only in evaluation 1; unshaded indicates no 

prior experience of handover evaluation) 

ID Gender Age (yrs) 

#00 M 26 

#01 M 23 

#02 F 51 

#03 F 32 

#04 M 52 

#05 F 40 

#06 F 55 

#07 M 44 

#08 M 44 

#09 F 32 

 

 

2.1 Set up and equipment 

Although the scenarios in the previous and present evaluation differed ((car workshop vs home), the methods 

used in the present experiment were in many respects quite similar to those used previously as described in 

D6.20. Figure 1 shows the experimental setup used during the experiments. Participants 0-5 stood, 6-9 were 

seated (using the white stool visible on the bottom right part of Figure 1). 

 

  

Figure 1: Illustration of the experimental setup. The Easytrack active marker (right figure) was fixed 

onto the human wrist (green element on the left image) 
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The main physical components composing the robotic system were the same as in the first evaluation 

(D2.20), except that the robot hand that was augmented with enhanced tactile sensors (in the fingertip and 

the palm, see D5.40 and D5.52). The recording equipment was also similar to that used in the first 

evaluation: 

 A large set of information was directly captured from the ROS environment, gathering a maximum 

of information about the system status and actions at each instant. Some of the collected data were 

presented in D5.60.  

 The Polhemus Liberty tracker used in D2.20 was replaced for the present experiments with the 

Easytrack system from Atracsys. The 4-LED active marker shown in the figure was placed onto the 

human wrist and held in place with an elastic band. The base station collected the location of the 

wrist at 100 Hz for later off-line analysis. The Kinect camera and the Easytrack system were 

calibrated to provide a common reference frame.  

 The objects involved in the handovers (torch, mug, and glasses case) were augmented with a RUR 

sensor, to get orientation and contact information. Note that in the experiment, the orientation 

estimated by this system was used online to correct the object pose estimation provided by the 

perception layer.  

 A qualitative evaluation of each trial was collected through another laptop. To simplify the 

procedure, the evaluation questions were provided orally to the human subject and then registered by 

an operator. 
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2.2 Sample recording 

Figure 2 shows an illustrative trial from the normal condition. The upper spatial plot shows 2 overlaid 

movements from the start position (right) to the exchange point (left). The lower left plot shows the two 

dynamic phases representing H>R and R>H exchange with 4 associated speed maxima shown on the right.  

 

Figure 2 : Above: Spatial path and time waveform of a single trial from the normal condition (see text 

for details). Below: the joint coordinate system common to user and robot. Movement on the X axis 

corresponded to a movement upwards/ downwards, on the Y axis backward/ forward, and on the Z 

axis rightward/ leftward 
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2.3 Evaluation design 

Each trial involved one of seven different trial types, with one of two objects, repeated 3 or more times for a 

total of 45 trials (see Table 2) in each of which there was a human to robot (H>R) and robot-to-human (R>H) 

exchange. The 45 trials were divided into: Normal (N) with two objects (O1, O2); 3 speeds (S1, S2, S3); 2 

grasp modes (G1, G2); 3 hand postures (H1, H2, H3); verbal triggered grasp (Vg); Fixed exchange (Fex) 

and arm learning modality (Lr). For more information on the conditions please see section 1.1. 

 

Table 2 Experiment1 trial types (total N=45 trials) 

Trial  
type   

Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand 
posture  

Grasp mode Velocity  

Glasses 
case 

4 4 3 6 3 front 
3 side 
3down 

3 horizontal 
3 vertical 

σʐ$-0Ѐ πȢχ  
σʐ$-0Ѐ  ρȢς  
σʐ$-0ЀρȢτ 

mug 4 - - - - - - 
Total 8 4 3 6 9 6 9 
 

2.3.1 Protocol description 

Participants were tested in a single session lasting from 40 to 60 minutes with the following procedure:  

 Full consent was provided by the participant in writing on site prior to testing.  

 The participant was brought in front of the robot, to see a demonstration of an object exchange with 

one of the operators.  

 The participant was then asked to wear a grey working jacket in order that the skin of the hand 

would provide good colour contrast to minimize the risk of system failure due to sub-optimal hand 

tracking by the vision module. 

 The elastic band with the Easytrack marker was placed on the wrist of the user so that the hand xyz 

position could be tracked using the Easytrack motion tracker.  

 The participant stood in front of the robot, holding the object to be passed during the trial. 

 The experiment started with the eight object handovers in the ‘Normal’ mode. This permitted the 

participant to become familiar with the robotic system and to the evaluation protocol. All the other 

trials were then performed in a random order.  

 Before each handover, an operator informed the participant about any additional contribution 

expected from him/ her (e.g. the verbal arm trigger or the verbal hand trigger) when necessary. The 

other trials were verbally described as ‘Normal’ (even though the robot may have presented different 

behaviours). 

 The participant was asked to evaluate the interaction after each object handover. We thus had two 

evaluations per trial, one for the exchange from the robot to the human (R>H), and one from the 

human to the robot (H>R).  

 In the second experiment, qualitative data were collected i) after a familiarization session of 15 trials, 

ii) after the 15 trials of real testing. 

 Once all the trials were completed, the participant was interviewed to provide feedback and 

qualitative evaluation of their experience during the interactions.  

It is important to note that, although the procedure used was in many respects similar to the one described in 

D6.20 for the evaluation of the initial prototype, four important differences were: 
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 The first evaluation included 3 robot-mechanic scenarios with the human either standing (taking the 

tool to use at bench height or overhead), or lying. The present protocol may be considered as 

approximating the standing condition working with car overhead on the hydraulic lift. 

 In the first evaluation a coloured glove was used to provide colour contrast. In the present evaluation 

the perception layer used skin colour to track the human hand. 

 the evaluation ratings were provided orally by the participant after each handover for the 

experimenter to record using a touch screen in the present protocol whereas in the first evaluation the 

participant used the touch pad. 

 The qualitative evaluation after each exchange provided orally by the participant to the operator was 

reduced in the second evaluation to three questions, to which the user was asked to agree expressing 

a rating from 1 (not at all) to 9 (extremely).: 

o I was satisfied with the interaction (¨el intercambio ha sido natural¨) 

o I felt insecure during the interaction (¨me he sentido amenazado durante la interacción¨) 

o General evaluation of the interaction (¨Valoración general del intercambio¨) 

 

2.3.2 Qualitative data collected 

For the HR interactions we collected 2 (directions) x 3 (statements) x 45 (manipulations) = 270 qualitative 

responses per participant.   

 

2.3.3 Quantitative data collected 

In addition to the qualitative evaluation, a set of quantitative data was recorded during the experiments, 

including: 

 The location of the human and robot’s hand as a function of time, providing movement kinematics. 

 The articular pose of the robot as well as the measured efforts per joint. 

 The control-related information (e.g. advancement in the DMP, generated DMP Cartesian Position, 

generated articular joint commands, etc.)  

 The specific instant of the exchange procedure (robot motion start, end, contact trigger, hand 

manipulations) 
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3 Experiment 1 results 

3.1 Qualitative ratings - Trial evaluation- 

Initial observations during the experiment suggested strong consistency across participants’ ratings, even 

without considering the different conditions. This observation is confirmed by ¡Error! No se encuentra el 

origen de la referencia. 3 which shows the average subjective ratings by each participant for each of the 3 

evaluation questions. 

 

Figure 3: Average subjective ratings as a function of evaluation question by participant; 

 

In order to test whether the participants’ ratings depended on one of the different conditions of the robot (i.e., 

Normal, Fixed exchange, Verbal start, Learning, Hand posture, Grasp mode, Velocity) a set of analyses of 

variance (ANOVA) was performed on each of the 3 questions having as dependent variable the rating values, 

and as an independent variable the system configuration. In particular, we tested: 

General differences between H>R and R>H interaction: Generally, high ratings were given to the robot 

interaction in both the handover directions (H>R, R>H).  Participants did not feel threatened by the robotic 

system approach in either of the handover directions. However, the H>R interaction led to slightly higher 

evaluations for both Q1 and Q3. The difference in the evaluations was statistically significant only for Q1 

(satisfaction of the interaction, p<0.05). Results are shown in Figure 4. 
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Figure 4: Ratings (average, +-SD) for the handover interaction in the two directions (H>R and R>H); 

The effect of different velocities: Previous evidence on the robot testing showed that velocity of the robot 

was inversely related to the feeling of safety of the users. In order to confirm this hypothesis, we performed 

ANOVAs both for H>R and R>H handovers. Ratings of Q2 (‘safety’) was the dependent variable, while the 

velocities of the robot arm in the subset of trials of the “velocity” condition were different levels of the factor 

“velocity”. No effect of the robot velocity was found on the Q2 ratings (F=1.4, p=0.25). The test was 

repeated for Q1 (‘satisfaction’) and Q3 (‘general evaluation’). In neither case was a significant effect of 

velocity found on the participant ratings. 

The effect of position adaptation configuration: The difference in ratings on the three questions Q1, Q2, 

and Q3 was tested between standard, fixed, and learning robot conditions. These three conditions are 

strongly related with the flexibility of the robot in changing the handover position. The data were analysed 

separately for the interaction H>R and R>H (see Figure 5). For the H>R interaction ANOVA showed a 

significant difference between the learning (L), normal (N), and fixed (F) configuration (F=4.63, p<0.05). In 

particular, the normal configuration was significantly preferred to the fixed and the learning configurations, 

with the fixed configuration being the least appreciated. The same differences between configuration were 

found for Q3 (F=4.11, p<0.05).No significant differences were found for the system configurations in Q2 

(F=1.72, p= 0.18). For the R>H interaction, no significant effect of the configuration was found for any of 

the three questions (Q1: F=0.2, p=0.8; Q2: F=0.94, p=0.3; Q3: F=0.2, p=0.8). These results highlight two 

main aspects of the tested interaction. First, users prefer a system adapting its behaviour on each trial, rather 

than one performing handovers always in the same location. Second, the adaptation seems to be more critical 

for the users in the H>R interaction than on the R>H interaction. 
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Figure 5: Ratings (average, +-SD) for the handover interaction in the two directions (HR and RH) and 

for the three different configurations: Fixed (F), Normal (N), and learning (L); 

 

3.1.1 Qualitative ratings –interview evaluation- 

After completing the series of handovers, participants were interviewed (in Spanish) and asked to freely 

answer the following ten questions (reported here both in the original Spanish and in English translation): 

Spanish English 

1. Con respecto a la posición en la que te has 
encontrado (sentado o de pie) ¿la postura y la 
distancia al robot era la correcta para realizar los 
intercambios de los objetos? (Evaluación de la 
ergonomía) 

About your position (sitting or standing), was 
your posture and distance to the robot correct 
to exchange the object? (Ergonomic evaluation) 

2. ¿En algún momento de la prueba te ha dado miedo 
realizar el intercambio? 

During the testing, at any moment were you 
afraid of doing the exchange? 

3. ¿Te parece que el robot se mueve con suficiente 
naturalidad? 

Do you feel that the robot was moving naturally 
enough? 

4. Durante las pruebas ¿has sido capaz de predecir la 
ubicación final de entrega del objeto antes de la 
parada del movimiento del robot? 

Were you able to predict the final handover 
location before the robot stopped moving? 
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5. ¿Has tenido que corregir tu posición de entrega del 
objeto en muchas ocasiones porque el robot no se 
dirigía al punto donde tú se lo ibas a entregar? 

Did you change your exchange object position 
several times because the robot was not at the 
same exchange point? 

6. ¿Has percibido alguna diferencia entre las 
repeticiones de los intercambios de objetos? ¿Nos 
podrías explicar tus percepciones? 

Did you see any difference between the 
exchange repetitions? Could you explain your 
perception? 

7. ¿Has sentido que la interacción con el robot ha ido 
mejorando durante las pruebas?  

Do you feel your interaction with the robot was 
improving along the whole experiment? 

8. De manera general, ¿te resultaría útil un brazo 
robótico de estas características en un entorno 
doméstico? ¿Podrías especificar para qué? ¿Y lo 
considerarías útil para una persona con movilidad 
reducida? 

Generally speaking, would a robotic arm like 
this be useful in a home environment for you? 
Could you specify what for? And, do you think it 
would be useful for a person with mobility 
problems? 

9. Si participaste en las pruebas anteriores, ¿has 
percibido alguna diferencia? ¿Podrías indicarnos qué 
diferencias? 

If you participated in previous testing, did you 
notice any difference? Could you explain which 
one? 

10. Por último, ¿te gustaría añadir algún comentario 
adicional? 

Would you like to add any additional comment? 

 

The answers from questions 1 to 8 (therefore questions involving some sort of evaluation of the prototype) 

were analysed by two different judges for each participant. Each judge’s task was to evaluate the answer of 

the user to the interview question as a positive assertion in favour of the system, or as highlighting negative 

aspects of the system. The judges could also define the comment as neutral. Whenever the judges did not 

agree on a comment, the comment was defined automatically neutral. In Table 3 neutral comments are 

marked by yellow cells, positive comment by green cells, and negative comments by red cells. White cells 

represents missing answers. The complete interviews are available on Annex C.  

 

 

Table 3: Feedback from each participant for the first 8 question of the interview (green=positive, 

red=negative, yellow-neutral, white=missing data) 

 
user#00 user#01 user#02 user#03 user#04 user#05 user#06 user#07 user#08 user#09 

Q01           

Q02           

Q03           

Q04           

Q05           

Q06           

Q07           

Q08           

 

3.1.2 Quantitative assessment  

The object exchange was performed under several different conditions (see 1.1); the kinematic data from the 

Human participant performance as a function of condition is compared statistically and presented in 

graphical form. Values for the measures (averages and SDs) are tabulated in full in Annex A. 
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Handover duration: The time the participants spent in reaching to the handover location and passing the 

object to the robot was calculated. The starting time of the movement was considered a variation in velocity 

bigger than the average 3D velocity of the whole trial plus two standard deviations. The end of the 

movement was found in the same way. However, human data can be extremely noisy, and in order to make 

the interaction feel as natural as possible, little restriction was given to the participant movement. In order to 

better understand the data, and identify the correct onset and offset of the movement, each trial was post 

processed by an experimenter, and the onset and offset of the movements were manually adjusted. The 

averaged reaching duration across all trials and participants belonging to the same condition for the two 

handovers (H>R, R>H) are reported in the Figure 6 below. Generally speaking, the handover durations 

ranged between 2 to 3 seconds. Notably, the handover duration seems to be related both to object handed 

over and to the direction of the handover. Indeed, handovers are significantly shorter (paired t-test, t= 7.18, 

p<0.01) for the glasses case than for the mug (mug average duration: 7.02 s +/- 2.98 s; glass case average 

duration: 4.22 s +/- 1.68 s). A paired t-test was also performed to assess for differences in between the two 

directions of the handover H>R and R>H. However, the overall difference between directions was not 

significant (t=0.80, p=0.38; H>R average duration: 5.28 +/-1.96; R>H average duration: 5.45 +/- 3.04). 

 

 

Figure 6: Handover durations for the 7 conditions tested. The Normal condition shows durations for 

glasses case (G.C.) and mug, the other conditions for glasses case only. For Hand posture, H1 

corresponds to the hand presented with the palm facing the robot (front), H2 on side, H3 facing the 

floor (down); the 2 Grasping conditions refer to: G1: horizontal grasping, G2: vertical grasping; the 

three velocities V1, V2, and V3 correspond respectively to 3τDMP= 0.7, 1.2 or 1.4 

Overlap time in handover duration. Smooth object handover commonly involves a degree of overlap in the 

reaching actions of the two partners.  To quantify the smoothness of interaction in terms of concurrency of 

reaching movements, it is possible to compute the overlap time of the reaching time between robot and 

human. However, this measure would make no sense given the way the robot was controlled during the 

trials; the robot was programmed to start the movement when the participant reached the handover position, 

making overlap minimal. However the overlapping between times spent in the handover position was 

calculated. A smooth handover indeed minimizes the overlapping in the handover position, in the sense that 

if the passer and the receiver are confident enough of the reliability of the partner, they will leave the 

handover position without considering partner behaviour, minimizing the overlap. Just think of when we 

pass something slippery to a friend: we maintain our hand in the handover position until we are sure that the 

other person has a sure grip on the object. The overlap time in handover duration has therefore a negative 

correlation with the confidence of the participant during the handover. Notably this measure is not absolute, 
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since very short handovers would lead to a big overlap. However, it is possible to draw some conclusions 

from the data on handover overlapping. Overlapping was significantly bigger for the R>H than for the H>R 

interaction (paired t-test, t= 33.83, p< 0.001, H>R average overlapping: 56+/-11%, R>H average 

overlapping: 84+/-59). 

 

 

Figure 7: Percentage of overlap in time for the 7 condition tested. The Normal condition shows the 

percentage of overlap in time for glasses case (G.C.) and mug, the other conditions for glasses case 

only. For Hand posture, H1 corresponds to the hand presented with the palm pacing the robot (front), 

H2 on side, H3 facing the floor (down); the 2 Grasping conditions refer to: G1: horizontal grasping, 

G2: vertical grasping; the three velocities V1, V2, and V3 correspond respectively to 3τDMP= 0.7, 1.2 

or 1.4 

 

Peak Velocity: The peak 3D velocities during the handovers were computed. Once again, the averaged 

values are shown below separately for each handover (H>R and R>H) and condition. In general, higher peak 

velocity was found for the H>R interaction compared to the R>H, (paired t-test, t= 4.40, p< 0.01, H>R 

average peak velocity: 1.74+/-1.13 m/s, R>H average peak velocity: 1.44 +/-0.45 m/s) but no differences 

were found for the different conditions. 
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Figure 8: Velocity peaks for the 7 condition tested. The Normal condition shows velocity peak average 

value for glasses case (G.C.) and mug, the other conditions for glasses case only. For Hand posture, H1 

correspond to the hand presented with the palm pacing the robot (front), H2 on side, H3 facing the 

floor (down); the 2 Grasping conditions refer to: G1: horizontal grasping, G2: vertical grasping; the 

three velocities V1, V2, and V3 correspond respectively to 3τDMP= 0.7, 1.2 or 1.4 

 

Exchange position correction. The current prototype of the robotic arm terminated the reaching movement 

without sensing the contact with the human partner. This resulted in the human partner often performing a 

further movement in order to safely accept/pass the object to the robot. Figure 5 shows an example of 

workspace and kinematics and the exchange points from a single participant (on the left, data from D6.20 

and (on the right) an example of movement correction. The amount of this adjustment was calculated to 

quantify how close the robot had approached the most desirable handover location. The averaged correction 

values are shown separately for each handover (H>R and R>H) and condition. Movement correction during 

R>H interaction was significantly higher than for H>R interaction (paired t-test, t= -4.78, p< 0.01, H>R 

average correction: 55.29+/-41.03 mm, R>H average correction: 72.24 +/- 50.41mm). Moreover, movement 

correction was also related to the hand posture, as shown by the correction values in the hand posture 

condition. Repeated measures ANOVA was performed on the correction values, with different hand postures 

as levels for the factor ‘hand’. Significant differences were found between the different hand postures 

(F=2.3, p=0.05). In particular a clear trend showed the highest amount of correction for H1 (palm front), the 

least for H3 (palm down), and the correction values for H2 (palm side) in between H1 and H3. However, 

post hoc tests showed the only significant difference being between H1 and H3 (t=-29.8, p=0.05; average 

correction for H1: 46.4 +/-28.6 mm; average correction for H3: 62.8 +/-31.1 mm). 
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Figure 9: Movement correction for the 7 conditions tested. The Normal condition shows corrections 

for glasses case (G.C.) and mug, the other conditions for glasses case only. For Hand posture, H1 

correspond to the hand presented with the palm pacing the robot (front), H2 on side, H3 facing the 

floor (down); the 2 Grasping configurations refer to: G1: horizontal grasping, G2: vertical grasping; 

the three velocities V1, V2, and V3 correspond respectively to 3τDMP= 0.7, 1.2 or 1.4 

 

Figure 10 Exchange points; robot red, human blue, correction in yellow 
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4 Experiment 2: Elderly adults 

4.1 Ethical approval 

The experiments protocol was defined in April 2014 and was presented to the Ethics Committee on Clinical 

Research of the Donostia Hospital to be supervised. On May 2014 we got the approval from the Ethical 

Committee.  

The approved protocol foresaw the participants performing object exchanges and the robot, with the aim of 

getting valuable feedback on their perception of the robotic system and the potential acceptation of such 

system within their home.  

While the experimentations with Tecnalia staff were aimed at validating the main components of the 

CogLaboration system, the focus of the trials with the elderly group was to obtain qualitative feedback when 

interacting with the CogLaboration prototype in nominal conditions. We therefore designed a semi-

structured interview. We also used the SUS (System Usability Scale) questionnaire ¡Error! No se encuentra 

el origen de la referencia. (see Table 12).  

In the experiment definition, we made a conscious risk analysis according to the ISO 10218 for safety 

requirements for industrial robots ¡Error! No se encuentra el origen de la referencia.¡Error! No se 

encuentra el origen de la referencia. and ISO 13482 safety requirements for personal care robot ¡Error! 

No se encuentra el origen de la referencia.. We identified some potential risks for the users specially 

related to collisions with the robot, so we defined a safety zone to reduce drastically such danger. 

 

 

Figure 11: Risky zone defined with respect to the arm base. The body of the human subject is 

requested to remain outside of this area, to reduce the collision danger. Only the human arm and hand 

can enter this area for performing the exchange. The risky area was delimited with a mark on the 

floor that was controlled by the operators during the experimentation.  

 

Permission was granted to perform trials involving 5 people over 64 years old, with no relevant constraints 

about gender, relationship with new technologies, health, and education. Subjects with cognitive problems 

and with severe physical limitations were excluded from testing. 
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4.2 Experimental procedure 

All the handovers for all the participants were conducted with the participant standing up in front of the 

robot. Three different household objects were used in order to illustrate the capabilities of the system to 

adapt to different objects. Notably, the order of the objects during the handover was not randomized. Each 

object was presented for five trials in a row. The objects used to test the handover were:  

 Torch (trials 1:5): experiments started with this object since it’s the simplest one to exchange with 

the robot. The robotic system grasps the torch using a cylindrical grasp. 

 Mug (trials 6:10): this object is used to introduce the concept of transport constraint, since liquid 

containers are commonly manipulated at home and are the type of object which could cause issues 

for elderly people who might suffer from tremor. This object was also grasped by the robot using a 

cylindrical grasp, but with the transport constraint being active. 

 Glasses case (trials 11:15): this object was used to introduce a different grasping configuration, 

which in this case was the tri-digital grasp. 

The experimentation for each subject followed the same scheme: 

 After the participant welcome, a general presentation of the CogLaboration project and of the 

experimentation was conducted. A consent form was signed.  

 On the initial trial of each block of 5 trials, the robot retrieved the new object in the experiment 

sequence, the torch, from a neighbouring table , to demonstrate the capabilities of the robot..  

 Then a first set of five exchanges was performed for each of the three objects. Before each set of five 

exchanges, and therefore for each object, one of the experimenters made the object exchange to 

show to the human partner the system behaviour. 

 The five trials involved the participant passing to the robot (H>R) then vice versa (R>H)., with the 

aim of getting familiar with the system. 

 After the initial set of 15 exchanges, a first part of the semi-structured interview was conducted, 

focusing on questions related to demographic information (age, gender, relationship with new 

technologies, mobility or visual problems), as well on to the first impressions about the interaction 

with the robotic system. 

 Subsequently, a second round of exchanges was performed. The same 15 exchanges were performed 

in the same order. This time, participant’s movements were recorded with optical tracking (see 

section 4.2.1). Tracking was avoided in the first 15 familiarization trials in order to get the 

participant as comfortable as possible during the initial interaction with the robot. 

 Then the second part of the semi-structured interview was conducted, focusing on the participant’s 

evaluation of the system. 

 Finally the participant was asked to fill the SUS questionnaire with the help of a researcher to ease 

the understanding of the scales used in that questionnaire. 

Each participant needed about 1 hour and 45 minutes to complete the experiment (including welcome, 

explanation, signing informed consent, interview and questionnaire). The permission to capture photos and 

videos was also asked and respected. If needed, a pause was offered between the two blocks of the 

experiment.  

 

4.2.1 Setup and Equipment 

The second experiment took part in a different location, in order to provide a safe and tranquil environment 

for the participants. The room change had no impact on the robotic system. The only necessary change was 

the re-registration of the RUR sensor axis direction, used to deduce the object orientation: Because the 

sensors used magnetometers, the reference world frame orientation with respect to the magnetic North 

needed to be redefined.  
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As shown in the following figure, the only external equipment used was a table on the left from which the 

robotic system acquired the new object at the beginning of each block of 5 trials and passed it to the 

experimenter who then passed the object to the participant. 

 

 

Figure 12: Participant performing exchange with torch 

A mark was positioned on the floor to delimit the risk and safe zone. People were asked to put their foot just 

behind that mark to make sure their trunk is out of the reachable space of the arm.  

As for the Experiment 1, during the exchanges a large set of information was recorded. 

 A large set of information was directly captured from the ROS environment, providing a maximum 

of information about the system status and actions at each instant. Some of the collected data have 

been presented in D5.60.  

 The Polhemus Liberty tracker was replaced for these experiments with the Easytrack system from 

Atracsys. The 4-LED active marker shown in the figure was placed onto the human wrist and held in 

place with an elastic band. The base station collected the location of the wrist at 100 Hz for later off-

line analysis. The Kinect camera and the Easytrack system were calibrated to get a common 

reference frame.  

 The objects involved in the handovers (torch, mug, and glasses case) were augmented with a RUR 

sensor, to get orientation and contact information. Note that in the experiment, the orientation 

estimated by this system was used online to correct the object pose estimation provided by the 

perception layer.  

 A qualitative evaluation of each trial was collected through another laptop. To simplify the 

procedure, the evaluation questions were provided orally to the human subject and then registered by 

an operator. 
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5 Experiment 2 results 

5.1 Experiment 2: Results for elderly participants. 

The interview was divided into three different parts:  

- Demographic information: information about age, gender, mobility problems, relationship with new 

technologies  

- Information about exchanges in their daily living: problems or difficulties, preferences with 

exchanges. 

- Information about the trials with the robot. This last section of questions was repeated for the two 

sets of exchanges. 

5.1.1 Demographic information 

Five participants (3 women) with an age-range of 64-84 took part to the experiment. All the participants used 

their right hand to perform the handovers. Only one of them had mobility problems, however this was 

restricted to the left portion of his body, which was not used for the trials. All five participants had normal or 

corrected-to-normal vision, and no-participant had neurological problems, nor perceptual limitations.  

Notably, most of the participants (four out of five) were no strangers to up to date technology. They reported 

being confident using computers and smartphones or mobile phones, while only one participant only used a 

mobile phone. Two participants even had Roomba at home. However, none of the participants had any kind 

of assistive technologies at home. 

5.1.2 Information about exchanges 

Prior to the experiment, participants were asked about different exchanges situations in their daily life, with 

the purpose of investigating their sensorimotor abilities and to explore the possibility of handover problem 

unrelated with the experiment that could possibly bias their evaluation of the system.   

None of the participants reported to have ever had any problem in handing over objects. However, all the 

participants reported increased difficulty of handling object in condition of sensory tactile deprivation (i.e., 

while wearing gloves).  

None of the participants felt harder exchanging small, heavier or hot objects than other kind of objects. Two 

of the participants reported that exchanging object with handles is easier than objects without handles.  

Participants’ ability in manipulating objects during handover tasks was investigated by asking them whether 

they used one or two hands in a number of hypothetical scenarios, under the assumption that using only one 

hand would mark a more dextrous passer. 

When asked how many hands they needed to pass a glass full of water, one participant reported using always 

two hands; another participant reported to use two hands sometimes; three participants reported to use one 

hand all the time. 

 Four out of five the participants reported to use both hands when exchanging objects they considered 

heavy. Among them, one of them answered frequently and 2 of them told “all the time”; the other 

two said “sometimes” and “never”.  

 In the case of exchanging hot objects, only one of the participants reported to use both hands all the 

time, while another one reported to use both hands rarely.  

 For small objects no participant reported using both hands.  

Three participants reported slight difficulties in the last year in unscrewing bottle cups or jar lids. 

Participants were further asked to imagine a scenario in which they were passing a glass of juice to a child of 

3 years old child. On this scenatio, we asked them how important could be for them to: 

- Watch carefully 

- Move slowly 



CogLaboration Deliverable D6.30 

FP7 - 287888 Page 30 of 47   

 

- Keep hold longer 

- Keep their hand near after you let go 

- Use two hands 

This last question revelaed to be particularly difficult to address for at least one of the participants, which did 

not provide any usable feedback. Results from the question  are shown in Table 11. 

 

Table 4: Results from the “handover to child” scenario 

 Very important  Important  Least important  

Watch carefully  0 4 0 

Move slowly  1 3 0 

Keep hold longer  0 4 0 

Keep their hand near after you let 
go 

2 2 1 

Use two hands 1 1 3 

 

In general, according to this initial investigation of the participants motor capabilities, there is no reason to 

assume any bias in the partipants’ evaluation of the robot performance.  

5.1.3 Questions about trials 

Trials were divided into two sets. The first set included 15 trials (five for each tested object) performed with 

the system in its standard configuration. The first set was meant to allow participants to become familiar with 

the system. Subsequently, a second set of trials was performed by participants. The fifteen trials were 

repeated in the same order, and tracking information was acquired using the Easytrack tracking system.  

After each set of trials participants were breifly interviewed to investigate their impressions about the robotic 

system. The same questions were repeated after both the sets, testing whether familiarizing with the system 

changed the perception of the user about it. In particular, the interview was composed of 6 questions: 

 Did you feel fear during the interaction with the robot? 

 How do you consider the velocity of the robot? 

 How comfortable were you during the exchanges? 

 Was the exchange difficult? 

 Was the exchange natural? 

 Was the system performing as you expected? 

Results for each question are shown in Annex B. Overall, participants reported their interaction with the 

robot as a comfortable experience which did not provoke fear. They also judged the handovers overall easy 

and natural, with the robotic system behaving in a predictable way. Interestingly, no particular effect of the 

session was found. This can be seen as a further proves of the naturalness of the robotic handover, which did 

not need a fifteen trial familiarization to be successfully used by the participants. Participants were also 

asked whether they felt more comfortable with any of the objects tried during the experiment. However, the 

choice of the favourite object differed consistently between participants, suggesting the choice being an 

effect of the subjective preferences rather a bias in the robotic system. 
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5.1.4 SUS questionnaire results 

We used the SUS questionnaire [2] adapted to Coglaboration system. Questions are ranged between 1-5 

where 1 is “completely disagree” and 5 are “completely agree”. Afterwards, if the question is positive or 

negative the answer is transformed: Positive questions: given response – 1 Negative questions: 5-given 

response. 

 

Table 5: Results for the SUS evaluation 

QUESTIONS P01 P02 P03 P04 P05  

1. I think that I would like to use this 
system frequently 

5 3 5 3 1  

2. I found the system unnecessary 
complex 

1 1 1 1 1  

3. I thought the system was easy to 
use 

5 4 5 5 5  

4. I think that I would need the 
support of a technical person to be 
able to use this system 

3 1 1 1 5  

5. I found the various functions in this 
system were well integrated 

5 5 5 4 4  

6. I thought there was too much 
inconsistency in this system 

4 1 1 2 4  

7. I would imagine that most people 
would learn to use this system very 
quickly 

5 3 5 5 5  

8. I found the system very 
cumbersome to use 

1 1 1 1 1  

9. I felt very confident using the 
system 

5 5 5 5 5  

10. I needed to learn a lot of things 
before I could get going with this 
system 

5 1 1 1 1  

MEAN 77,5 87,5 100 90 70 80 

 

Results from the SUS questionnaire were interpreted according to the guidelines expressed by Lewis and 

Sauro [2]. According to [2], the scores are above the upper limit recommended in the model (65, 9) therefore 

classifying the robotic system (at least with the conditions adopted for the trials with the elderly participants) 

as well usable and validated.  

5.1.5 Quantitative assessment  

The object exchange was performed only under the standard setup of the robot. However, the handover was 

tested by using three different objects (see section 1.1). Human participant performance as a function of 

condition is compared statistically and presented in graphical form. Values for the measures (averages and 

SDs) are tabulated in full in Annex B. It is important to note, however, that the 15 trials recorded for all the 

five participants belonged to a second session of handovers, whereas a first session of 15 trials was provided 

as familiarization. 
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Figure 13: Quantitative features extracted from the trials of Experiment 2 

 

Results showed a significant higher overlapping time for R>H compared with H>R. (paired t-test, t= -22.78, 

p< 0.001, H>R average overlap: 38+/- 11 %, R>H average overlap: 72 +/- 9%). This relates with some of the 

comments of the participants, reporting a worse interaction when they were receiving the object from the 

robot. Notably, the hand correction in the case of the glasses case was bigger during R>H interaction in the 

case of the glasses case (average value 87.61 +/- 23.39), than in the case of the handover of the mug(36.6 +/- 

56.01; paired t-test, t= 19.87, p< 0.01). 
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6 Comparison between elderly and young adults performance 

One of the objectives of the present evaluation was to compare the performance of elderly and young adults 

during the interaction with the Artificial Cognitive System for robot-human object transfer. We therefor 

compared the following kinematic features for movements performed by both sets of participants: 

 Handover duration (s)  

 Handover overlap (%)  

 Peak velocity (m/s)  

 Handover correction (mm) 

Data comparison was therefore restricted to those exchanges performed with the system in its Normal 

condition. Moreover, only the exchange of two (the mug and the glass case) objects out of the three tested in 

experiment 2 were considered. It is important to note, moreover, that any conclusions drawn must be 

qualified by the small number of participants in experiment 2. However, the present paragraph aims at 

providing an overview in order to gain insight on the system design and adjustments that might be needed to 

create a system optimal for the interaction with elderly people. 

 

Figure 14: comparison between data for the handovers of mug and glasses case for the quantitative 

data tested. 

Comparison between the two experiments led to contradictory and hard to interpret results. No differences 

between values of the kinematic features were found for peak velocity (both RH and HR), movement 

correction (HR) and handover overlapping (RH) although a clear trend confirmed, for this feature, the 

significant difference between young and elderly adults for handover overlapping in the HR condition (two 

samples t-test, t= 9.04, p< 0.05, young average overlap: 58 +/- 9 %, elderly average overlap: 38+/- 11%). 

Differences in the handover duration were instead object related. While mug handovers were generally 

higher in time for young adults (t= 8.04, p< 0.05), glasses cases handovers were significantly higher for 

elderly people (t= -15.4, p< 0.01) (See annex A and B for mean and standard deviation exact values).  
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7 Comparison between the current and the previous 

evaluation results (from deliverable D6.20) 

 

In the present section the results from the previous evaluation will be compared to the results obtained in the 

two experiments presented in the current deliverable. However, before we proceed further, it is important to 

note that this comparison should not be considered as a definitive result, but rather as an indication on how 

the performance of the prototype changed and what should be done next to further improve the performance 

of the system. In fact, movement performed in the previous evaluation were substantially different from the 

movement performed in the current deliverable, and therefore the kinematic features associated with the 

movement are expected to be different in some extent. However, keeping this in mind, some comparison is 

still possible.  

In the previous evaluation (D6.20), users were asked to perform handovers in three different conditions:  

‘Engine Bay’: Working in an engine bay (person bent over task area, in contact with a simulated engine, 

able to view object passing; generally reaching backwards with slight movement range restriction; the robot 

had a full view of the person).  

‘Hydraulic Lift’: Working under a car on a hydraulic lift (person reaching slightly above the head while 

maintaining contact with the car; free to see object transfer; range of movement only slightly impaired by 

keeping contact with the car using one hand; the robot had a full view of the person).  

‘Lying under the car’: Lying under the car (limited view; lying on back with a limited range of arm 

movement; the robot had a limited view of the person).  

Among these conditions, only the hydraulic lift condition seemed to be comparable in terms of kinematic of 

the movements with the handover performed in the present evaluation. We therefore compared the 

“correction”, and “peak velocity” features between the two evaluations. We chose these features because 

they were common features extracted for both the deliverables and computed for all the experiments. 

Moreover, we added data from human-human interaction in the hydraulic lift condition to the comparison, in 

order to have a better representation of all the conditions talked by the two deliverables. 

 

Figure 15: comparison between data from the different Experiment1 and 2, the ‘engine bay’ 

configuration exposed in deliverable D6.20 and the Human-Human exchanges in the ‘engine bay’ 

configuration. 
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Results from the comparison shows the kinematics feature to be rather similar in the 4 experiment tested. 

One exception is the correction for the human-human condition, which was not reported nor tested in D6.20. 

However, we can assume this feature as null, being the optimality in the human-human handover what the 

present project aims for. Notably, correction in the H>R direction of the interaction was smaller of a factor 

two for the data obtained with the current prototype. Moreover, peak velocity was closer to the one involved 

in Human-Human interaction for the current prototype than for the previous one.  

In conclusion, despite the kinematic of the movements was really different between the experiments 

performed with the two prototypes, it is possible to see an overall improvement of the compared features for 

the latest prototype, tested in the current deliverable 
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8 Technical evaluation of the robot performance for H>R and 

R>H object transfer 

The experiments conducted permitted evaluation of the quality of the system designed in CogLaboration. 

While the overall feedback from the participants was generally good, we could identify, thanks to the 

numerous types of interaction performed, some limitations of the current implementations that could be 

addressed in further researches.  

First of all we can mention that the quality of the object tracking when held by the person was inadequate so 

that we decided to apply a contingency plan: all objects used have been equipped with the RUR sensor to get 

a better estimate of the object orientation. A more robust pose estimation approach is thus needed to get the 

estimation of the object 6D pose, so that the robotic arm can move correctly towards it.  

Another limitation of the perception layer is that it is currently not able to provide good tracking estimates 

when the arm enters inside the camera field of view and when the robotic hand gets in the vicinity of the 

human hand. On the software layer it would be necessary to take into account the robotic arm configuration 

during the vision-based process to discard its projection within the image. It could also be eased by 

reconsidering the location of the vision sensor to minimize the occlusion provoked by the robotic system. 

The precision of the perception also limited the use of precise grasping modes, considering that for some 

objects the precision needed could be of magnitude less than a centimetre.  

On the control layer, we have implemented a mechanism for being able to change the handover strategy 

during motion. In the case of the H>R exchange, this is related to the way the robot should grasp the object. 

This is currently triggered through the analysis of the object orientation. Nevertheless it would be necessary 

to extend this to take also in consideration the free grasping area for acquiring the object. Furthermore, a 

thorough human behaviour analysis would be required to define which are the main cues used to decide 

which grasping mode should be used, as well as the cues that are used to adjust online the initial human 

strategy.  

In our current setup, the contact decision strongly relies on a contact perception (through different cues), 

which may not exactly reflect human strategies. If we are using jointly sensors from the arm (force sensor) 

and from the hand (contact sensor), we could not combine sufficiently both cues, in particular when 

delivering an object, in which the tension in the hand finger motors could also have been used (work was 

done with the hand when considered as a standalone device, but we did not have the time to deploy it onto 

the whole system, considering that the robotic arm inertia would need to be compensated).  

Even if the DMP mechanism can handle intrinsically some velocity adjustments, it turned out difficult to 

handle higher velocities with the current limitations of the perception layer. Indeed, as already mentioned, 

the perception becomes inefficient when the robotic system enters the camera field of view, which can occur 

faster at higher velocities. This makes the exchange location learning much more difficult since the human 

partner is less likely to reach that position before the perception layer gets inactive. This also demonstrated 

the need of getting a human tracker more robust to potential occlusions that can be produced by the robotic 

system.  

Another way to reduce the need for observing the exchange site location would be to implement a prediction 

mechanism to deduce from past experience and the current partial human motion the most probable 

exchange location. This would require a hand tracking mechanism sufficiently optimized to get enough 

location samples along the motion, which is not possible in the current implementation offering too low a 

processing frequency.  

During the experiments we observed that, even though not mentioned by the participants, the robotic system 

could in some situations reach postures that are not related to feasible human arm postures. A better analysis 

of the null space of the robotic system could be considered within the Inverse Kinematics procedure to give a 

higher ranking to configurations that correspond to arm postures that are closer to natural human arm 

characteristics. 
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8.1 Exceptions in performance of the robot system 

Given the above mentioned problems, recorded tracks of the participants’ hand movement were analysed one 

by one to spot atypical and unexpected behaviours. This was done in order to help in understanding and 

categorizing malfunctioning of the system, and the effect that those might have on the user interactions. This 

information will be of use in further developing and improving the system. 

In the following we present four illustrative traces resulting from cases where the normal kinematic 

behaviour of the user was inaccurately registered impairing handover performance. We highlight the causes 

of such particular behaviours. 

8.1.1 Handover position misread. 

  

Figure 16: Tracks obtained from the robot and the participant movements for the three dimensions in 

a trial presenting handover correction. Black arrows are meant to highlight the correction movement. 

In all the trials, participants had to adjust the handover position along one or all the three dimensions 

(depending on the trial) in order to successfully pass the object to the robot. By far the most common 

situation, this cannot be considered a proper malfunctioning. In Figure 16 is possible to note the two phases 

of the participant movement handing and receiving the object. Particularly, on the X and Y dimension, the 

participants move to a position, and then stretch further to give the object to the robot (black arrows). The 

handover correction was present on each trial, and had different extent depending on the condition. Handover 

correction was described in section 3.1.2, and was used as index of quality of the handover.  

However, it is important to note that, in some extent, a given amount of correction is needed, at least for 

safety reason. In fact, it would be dangerous with the current technology have the robotic arm terminating its 

movement on the location of the participant’s hand, although in this case the correction would be equal to 0 

(as for a human-human handover). Noteworthy, participants’ feeling of safety was one of the parameters we 

tried to optimize during the system development, and having a robotic arm reaching exactly onto the object 

would arguably negatively impact on that parameter. 
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8.1.2 Handover request not registered. 

  

Figure 17: Tracks obtained from the robot and the participant movements for the three dimensions in 

a trial presenting handover correction. Black arrows are meant to highlight the hand movement not 

registered by the perception layer. 

On about 5% of the trials, the robot failed to move when the participant was moving the hand in order to 

retrieve/handle the object. In Figure 17 it is possible to see the participant waving the hand twice in order to 

call the robot on the handover position (black arrows), before triggering the robot on the third attempt. This 

flaw has to be ascribed to a problem in the hand tracking operated by the perception layer of the robot, which 

apparently failed in tracking the participant’s hand. In general, hand tracking in the system was noisier and 

slower in detecting hand movements than the optical tracking used to record the participant’s performance 

(Figure 18). As seen in Figure 17, the first two movements of the user’s hand were relatively quick.  It is 

possible to argue, in this case, that the perception layer was not able to detect quick movements of the hand, 

or rather, that these quick movements did not trigger the system. Despite in some extent it is preferable not to 

have a system those hands over an object at every slight movement of the hand, it is also important to tune 

the system to respond to those movements performed by the user with the purpose of receiving or handing an 

object.  
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Figure 18: Tracking of the user’s hand obtained for the H>R handover from the Easytrack tracker 

and the hand tracking of the robotic system. 

8.1.3 Hand contact not registered. 

  

Figure 19: Tracks obtained from the robot and the participant movements for the three dimensions in 

a trial presenting handover correction. Black arrows are meant to highlight the participant attempt to 

retrieve the object from the robot. 
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In few trials, the robotic hand failed in registering the interaction with the user during the handover. This 

particular behaviour was not common, and has been registered in about the 1% of the trials performed. In 

Figure 18 it is possible to see how the participant tried to retrieve the object from the robot, failing (black 

arrows). After few seconds, around the 80% of the trial duration (normalized time = 80), the user finally 

retrieves the object. It is possible to see from the tracking o the human movements the user’s hand coming 

back to the starting position. However, the robotic hand sensors do not register the handover, and the robotic 

arm keeps occupying the handover position (dotted line).  

8.1.4 Object Dropping. 

  
Figure 20: Tracks obtained from the robot and the participant movements for the three dimensions in 

a trial presenting handover correction. It is possible to see how only the first handover was performed. 

Black arrows are meant to highlight the user’s behaviour 

In about 1% of the trials the robot was not able to efficiently grasp the object, and let it drop. Again, this 

particular behaviour was not common. The robotic hand failed in holding the object while moving, the 

performance of the system resulting in the system dropping the object. In Figure 19 it is possible to see the 

object handover for the H>R direction. After the robot dropped the object, the robot was manually activated 

by the experimenter to perform the R>H exchange empty handed. This helped to identify this category of 

trials by looking at the users’ behaviour. In Figure 19, indeed, the user do not reach for the object during the 

R>H interaction (black arrow), since the object is not in the robotic hand anymore. 
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9 Conclusions 

9.1 Conclusions for the technical performance evaluation 

This second prototype evaluation was not focused on testing technical aspect of the interaction, but rather 

aimed at assessing quantitative and subjective reactions of two target populations of users when interacting 

with different configurations of the robot. However, during the testing phase, the robot achieved some 

remarkable technical goals, such as: 

 Performed almost continuously for close to 10 hours per day on four consecutive days with no 

serious defects.  

 Produced successful Robot-Human interactions within its workspace, handing the Torch object to 

the participants and receiving it back again, regardless of participant height.  

 Was able to cope with all the different configurations, showing an adaptable control. 

 In contrast with the results with the previous prototype, improvements in the DMP control avoided 

high velocities, so that no velocities of the robot movement were considered threatening by the 

participants. 

The prototype testing did however reveal a number of technical issues/limitations: 

 The perception layer showed limitation in tracking the participant’s hand, causing delay in the robot 

movement in several trials. This effect was registered particularly when elderly users were involved 

in the testing. 

 The colour based visual hand-tracking system for identifying and locating the participant’s hand was 

prone to be noisy with an occasional mislocalization error.  

 The robotic hand behaviour was not always optimal. While in some cases the hand failed in 

maintained the contact with the object while moving, in few other case it did not registered the 

interaction with the user. 

All these aspects should be considered in future development of the robot controller, with the objective being 

to get a system able to handle all these current limitations. 

 

9.2 Conclusions for the user preferences concerning robot behaviour 

and control methods 

 Experiment 1: Participants showed a slightly preference for the interaction in the human to robot 

direction (H>R) to the interaction in the robot to human direction (R>H). Indeed, ratings concerning 

satisfaction as well as the general evaluation of the system were higher for the H>R condition. This 

result is in contrast to what was reported in the first prototype evaluation, where participants were 

more critical of the H>R interaction. 

 Experiment 1 and Experiment 2: Participants felt safe. All of the task manipulations in the HR 

trials resulted in ratings for ‘Safe’ that were not significantly different from the ratings given during 

‘Normal’ interactions. Moreover, different velocity configurations did not affect the users’ feeling of 

safety, defining a range of “acceptable” velocities with which the robot can move. 

 Experiment 1: Participants were happy to give verbal instructions to the robots and appreciated the 

clear sense of control this gives them. This suggests that verbal control should be retained as a 

desired feature, though it should be noted that the testing environment had virtually no background 

noise and the voice recognition was simulated by an operator, resulting in near perfect voice-

recognition performance. 

 Experiment 1: Participants satisfaction and evaluation of the robot was significantly related to the 

handover location. In particular, dynamic adjustment of the handover location trial by trial, in the 

normal or learning configuration, lead to a higher evaluation of the robot performance. The “fixed” 
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system configuration by contrast was the least preferred by the users. Notably, the normal 

configuration was also preferred to the learning configuration, suggesting some sort of trade-off 

between the predictability of the robot behaviour (maximum in the fixed condition and minimum in 

the learning condition) and its flexibility (maximum in the learning condition and minimum in the 

fixed condition. 

 Experiment 1: Configuration related to the handover location had a bigger impact in the HR 

interaction than in the RH interaction. This is probably due to the fact that in real life handover the 

one passing is usually the one in control of the handover, and the one receiving the object is the one 

that has to adapt more to conform to the handover location. 

 Experiment 1 and Experiment 2: participants did not perceive any improvement in the interaction 

after repeating the trials of the experiment.  The test-retest in experiment 2 did not show major 

changes in the robot interaction between sessions. The higher rating despite the lack of improvement 

in the interaction during the experiment suggests that participants did not actually need any 

familiarization to exploit the system at its best. 

 Experiment 1 and Experiment 2: Kinematic features indicate, in general, a better interaction in the 

H>R direction than in the R>H direction. H>R present significantly less overlapping, shorter 

handover duration, and smaller correction movements. However, from a qualitative point of view, 

participants did not report any significant difference in questions Q1 and Q3 for the two directions. 

This led us to conclude that, in the interaction with a robotic system, the H>R direction of the 

handover is higher on the user preferences and likely linked to the perceived usability of the system.  

 Experiment 2: Results from the SUS questionnaire classified the robotic system (at least with the 

configuration adopted for the trials with the elderly participants) as well usable and validated.  

 Experiment 2: Elderly people took longer to perform handover tasks if compared with younger 

(mixed age) adults, but only in the case of passing given objects (glasses case). The object dependent 

quality of the handover might suggest that elderly people handle different object in different way 

when compared to younger adults. This is a crucial point in the design of a system for homecare of 

elderly people, and will constitute one of the main requirements of the future prototypes. 
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Annex A Values for each robot configuration and variable 

presented in Experiment 1 

Duration: 

Table 6: Handover duration (average, SD in seconds) for the H>R transfer 

 

H>R Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1 : 6.11± 
1.31 

2.97± 0.98 2.86± 0.7 2.73± 0.68 H1: 3.78± 1.69 G1: 2.6± 0.37 V1: 3.08± 1.13 

 O2: 1.73± 
0.97 

- - - H2: 2.78± 0.90 G2: 2.67± 0.55 V2: 2.38± 0.53 

 - - - - H3: 2.86± 0.49 - V3: 2.7± 1.02 

 

Table 7: Handover duration (average, SD in seconds) for the R>H transfer 

R>H Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 7.93± 
3.01 

3.10± 1.78 2.97± 
1.18 

-2.3± 0.84 H1: 3.02± 1.64 G1: 2.92± 0.80 V1: 2.96± 0.58 

 O1: 1.59± 
0.92 

- - - H2: 2.75± 1.16 G2: 3.1± 1.8 V2: 2.9± 2.11 

 - - - - H3: 2.90± 0.68 - V3: 2.45± 0.71 

 

Overlap: 

Table 8: Time of movement overlapping (expressed in percentages %) for the H>R handover 

H>R Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1:  61± 
10 

55± 10 59± 10 49± 13 H1: 56± 12 G1: 52± 9 V1: 52± 8 

 O2: 54± 8 - - - H2: 58± 6 G2: 57± 11 V2: 48± 7 
 - - - - H3: 62± 15 - V3: 56± 17 
        

 

 

Table 6: Time of movement overlapping (expressed in percentages %) for the R>H handover  

 
R>H Normal  Fixed 

exchange 
Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 84± 9 84± 4 84± 4 86± 5 H1: 85± 5 G1: 81± 5 V1: 82± 8 
 O2: 80± 8 - - - H2: 85± 6 G2: 85± 5 V2: 80± 8 
 - - - - H3: 87± 3 - V3: 74± 6 
        

 

Peak velocity: 

 

Table 9: Average (with SD) velocity peak (m/s) for the H>R handover 

H>R Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 1.6± 
0.7 

1.7± 0.4 1.5± 0.6 1.3± 0.3 H1: 1.7± 0.6 G1: 1.7± 0.6 V1: 1.7± 0.9 

 O2: 1.7± 
0.7 

- - - H2: 1.7± 0.7 G2:  1.6± 0.6 V2: 1.8± 0.5 
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 - - - - H3: 1.6± 0.6 - V3: 1.7± 0.7 

 

 

 

Table 10: Average (with SD) velocity peak (m/s) for the R>H handover 

R>H Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 1.5± 
0.3  

1.3± 0.4 1.4± 0.3 1.3± 0.5 H1: 1.5± 0.4 G1: 1.5± 0.4 V1: 1.5± 0.4 

 O2: 1.3± 
0.5 

- - - H2: 1.4± 0.6 G2: 1.4± 0.3 V2: 1.4± 0.5 

 - - - - H3: 1.3± 0.4 - V3: 1.3± 0.4 

 

Exchange position correction: 

 

Table 11: Average (with SD) movement correction (in millimetres) for the H>R handover 

H>R Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 63.38± 
46.48 

51.89± 
35.10 

48.90± 
30.58 

68.09± 
49.69 

H1: 74.65± 55.40 G1: 45.5± 
20.72 

V1: 34.19± 18.57 

 O2: 61.4± 
62.68 

- - - H2: 47.37± 17.50 G2: 44.28± 
22.16 

V2: 58.68± 31.43 

 - - - - H3: 43.64± 22.94 - V3: 45.68± 34.3 
        

 

 

Table 12: Average (with SD) movement correction (in millimetres) for the R>H handover 

R>H Normal  Fixed 
exchange 

Verbal 
start  

Learning  Hand posture  Grasp mode Speed 

 O1: 67.6± 
52.15 

67.19± 
59.53 

77.21± 
46.09 

48.24± 
35.3 

H1: 98.03± 65.63 G1: 57.95± 
37.33 

V1: 60.06± 34.02 

 O2: 87.46± 
73.2 

- - - H:  68.65± 43.92 G2: 81.31± 
41.92 

V2: 74.73± 45.42 

 - - - - H3: 50.15± 33.18 - V3: 54.82± 45.43 
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Annex B Values for each robot configuration and variable 

presented in Experiment 2 

 

Table 13: Average (and SD) of the quantitative results for the handover of experiment 2 

 Handover 
duration (s)  

Overlap (%)  Peak velocity 
(m/s)  

Handover 
correction (mm)  

H>R  4.94± 1.53 38± 11 1.4 ± 0.6 62.03± 35.67 

R>H  4.85± 1.72 72± 9 1.6± 0.5 64.37± 45.86 

 

 

Table 14: Average (and SD) quantitative results for each object in the H>R handover of Experiment 2. 

H>R Handover 
duration (s)  

Overlap (%)  Peak velocity 
(m/s)  

Handover 
correction (mm)  

Torch 4.76± 1.22 38.2± 0.11 1.45± 0.52 6.09± 3.42 

Mug 5.39± 1.97 34.7± 0.11 1.57± 0.64 6.48± 3.63 

Glasses 

case 

4.68± 1.3 43.8±0. 9 1.39± 0.68 6.06± 3.83 

 

 

Table 15: Average (and SD) quantitative results for each object in the R>H handover of Experiment 2. 

R>H Handover 

duration (s) 

Overlap (%) Peak velocity 

(m/s) 

Handover correction 

(mm) 

Torch 4.42± 0.99 74± 8 1.63± 0.48 68.23± 39.38 

Mug 5.42± 2.58 71± 9 1.54± 0.61 36.6± 23.39 

Glasses 

case 
4.77± 1.15 70± 11 1.7± 0.42 87.61± 56.01 
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Annex C Participant’s open questionnaire’s responses 

 


