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Abstract 

This document focuses on the implementation of the technical content of the deliverables D4.20 and D4.30 
respectively dedicated to the description of the high-level component (action selection) and low-level 
controller (real-time continuous tuning of motor primitive patterns). This document describes the main 
components that have been implemented on the control side of CogLaboration to define the arm motor 
primitives or profiles, to reproduce them online, and to adapt them online when the current motion strategy is 
considered as non-satisfactory, from the robotic point of view or from the perception point of view.  

To avoid excessive redundancy between this document and the two deliverables D4.20 and D4.30 that both 
provide some illustrations and validations of the related mechanism in simulation, we focus on the functional 
integration of the different components that we have been designed to couple these two control aspects. In 
addition, we present the integration of the control concepts into the general and highest level robot controller 
that orchestrates both perception and control components to provide a better understanding of how the 
proposed improvements over the first control design used during the first experimentation are incorporated 
inside the robotic system. A complete view of this integration will be presented in the context of Work 
Package 5 and deliverable D5.60.    
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Executive summary  

This document gathers together the functional description of all components involved in the control of the 
robotic system as defined in the CogLaboration project. Even though the components involved in the 
perception capabilities of the system are not described here, we will identify all communications with these 
elements to have a clear picture of the control architecture.  

An introductory summary of the initial architecture evaluated during the first trials highlights the main 
limitations we addressed in the preparation of the final architecture. In summary, the main limitations 
considered are: (i) the controller proved to be too reactive and moving towards the human partner’s hand 
regardless of where the human hand was located, (ii) by reproducing a human trajectory, the controller was 
frequently producing velocity commands that were not achievable by the real robotic platform, (iii) the 
desired robotic hand orientation had to be predefined and was not subject to changes along time. The 
approach direction was furthermore not specifiable (both for delivering or grasping the object), and finally 
(iv) no object transport constraint could be handled.  

In order to better understand how these limitations are tackled in the final design, we provide a first insight 
into the overall architecture overlaying the robot motion controller (which will be fully described within the 
context of work package 5), both in the case of the exchange from the robot to the person, and from the 
person to the robot. With respect to the initial architecture, we can highlight that the communication to the 
object knowledge database is now specific to the exchange direction and an indication of necessary transport 
constraints, depending on the object considered, has been incorporated. The expected handover strategy 
(either how to deliver it to the human, or how to grasp it from the human hand) is now considered to be 
subject to change during the evolution of the exchange procedure. Indeed the perception layer monitors the 
validity of the initial handover mode chosen and may request the selection of another exchange mode that 
will result in an online adjustment of the motion profile being reproduced by the robot. Furthermore, a 
logging of the exchange configuration (location and grasp or deliver mode) is also added to permit an 
adjustment in accordance with human preferences as trials are carried out. On the one hand this can affect the 
a priori exchange mode provided by the knowledge database. On the other hand, it also permits the definition 
of motion profiles directly including the human preferred exchange location, considering that the robotic 
system should be able to adapt itself to the human expectations.  

The cognitive controller implementation is then described. The control architecture founds on four 
components, the low-level controller, the high-level controller, the motion profile generator and the goal 
transformer. The low-level controller is dedicated to the reproduction of the motion profile provided by the 
high-level controller. Basically, it works by executing the provided DMP (Dynamic Movement Primitive) [1] 
model, while incorporating the current robot status and the current target location of the end-effector 
received. The low-level controller is designed to handle motion profiles either in joint or Cartesian spaces. In 
the latter case, the outcome of the Cartesian DMP is then converted into joint space coordinates while 
incorporating some end effector orientation constraints provided by the upper layer. The low-level controller 
permanently assesses the quality of the command generated and, in particular, verifies that some soft joint 
velocities (defined by software) and accelerations boundaries are not transgressed. If so, it informs the higher 
level controller and expects to receive a new motion profile designed to satisfy the required boundaries. 

The high level controller is the communication and synchronization layer in between the general application 
controller and the real robot. It receives the exchange request, gets an appropriate motion profile from the 
motion profile generator, transmits it to the low-level controller and triggers the execution. Furthermore, this 
component decides whether to request a motion profile in joint space or in Cartesian space. The decision is 
made depending on the presence or absence of transport orientation constraints within the exchange request. 
If some orientation constraints are provided, the motion profile is designed in Cartesian space since the 
constraints are expressed the world coordinate frame. If no orientation constraint is provided, the motion 
profile is defined in joint space instead, since defining the command in the space of control of the robot is 
more suitable for monitoring that the generated command remains in the velocities boundaries related with 
the robot being used, as it is controlled by the low-level controller. During the execution of the motion 
profile, the high level controller waits for specific events, the most notable of which are ones are related to 
requests of adjustment of the current motion profile. These are provided by the low-level controller, when 
the current motion profile cannot face a variation of the goal location without generating joint velocities 
outside the defined soft boundaries. This request can also be transmitted by the perception layers. By 
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tracking the object orientation or recognizing the human hand posture, the initial handover specification may 
be considered no longer appropriate requiring a reconsideration of the end-effector desired pose and 
approach direction. In any case the high-level controller requires the computation of another motion profile 
with the new specifications, and transmits it to the low-level controller directly utilising it to compute the 
next motion commands sent to the robot.  

The third key component is the motion pattern generator. According to the specifications provided in our 
application by the high level controller, this component generates a motion profile as a DMP model for all 
dimensions, either in joint space or in Cartesian space. In the latter case, even if it is possible to incorporate 
some motion profile learned from the human observation, we propose an alternative based on the “Reflexxes” 
[2] component that allows the generation at high frequency of a motion profile in both joint and Cartesian 
spaces respecting velocities and accelerations limits. Another key aspect of this approach is that the motion 
pattern generator is able to produce such motion pattern while the robot is moving, i.e. incorporating the 
initial velocity and acceleration conditions, generating a motion pattern compliant with the current 
movement of the arm. Finally this module handles the notion of the approach direction, by incorporating a 
virtual waypoint related to the direction by which the robot should reach before the desired location.     

Another key component of the control architecture introduced in this document is the goal transformer 
providing a unique goal to the low-level controller, expressed as a transformation between the robot base and 
the desired end-effector location. The exchange mode (H� R or H� R) may trigger different perception 
modules providing therefore different pose estimation (pose estimation of the object, or pose estimation of 
the human hand). The goal transformer gets connected to the appropriate perception module given the 
exchange direction, and transforms the pose provided (generally expressed in the camera frame) to express it 
within the control space of the robot used by the low-level controller.  

In addition to the technical description and the related demonstrations provided in the deliverables D4.20 and 
D4.30, this document provides the description of their software implementation. This implementation will be 
enriched in the context of work package 5 with the complete interface and deployment of all the other 
components involved in the CogLaboration architecture.  
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1 Introduction 

1.1 Presentation of the initial cognitive controller 

To illustrate the improvements realized in the final version of the controller with respect to the version that 
was used in the first experimental setup, we will review the key features of the previous version from a high 
level point of view. Figure 1 presents the state machines that were used during the first evaluation. It 
highlights the information going to the controller, and we use it to contrast the initial and final capacities of 
the controller.   

 

 
(a) 

 
(b) 

Figure 1: First version of the two main control modes of the controller: (a) exchange R �  H and (b) 
exchange H �  R 

 
When initialized, the controller received a specific DMP motion pattern expressed in Cartesian space 
describing the reference motion pattern to follow towards the exchange site. During the execution of the 
program, when an R� H exchange was requested, a query to the database was performed to specify how the 
object of interest needed to be presented to the human partner (realized within state 
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OBJECT_DATA_BASE_QUERY). This was defined by a transformation matrix between the coordinate 
frames respectively attached to the end effector and to the human hand, � �

�  (where h stands for hand, and 
e for end-effector). The access to the database also permitted access to � �

� , (where o stands for object) that 
was used during the H� R exchange to define how the end effector needed to be positioned with respect to 
the object to grasp it back.  
 
As is described in section 3.5, these transformations can be combined with the different frames of the 
workspace to deduce the controller goal location expressed as a transformation matrix: � �

� , from which the 
translation � �

�  is directly used to set the goal information g for each dimension that were there fed in the 
DMP resolution scheme. During the exchange procedure, the perception layer provided periodical updates of 
the object or human hand frame estimation, which was then used to actualize the DMP goal locations.  

 
In this primary version, the distinction between the high-level controller and the low level controller was 
limited to the off-line learning of the DMP-based motion pattern. Once learned, the core of the cognitive 
controller was mainly reduced to the low-level controller (state EXECUTE_DMP), in charge of reproducing 
the motion pattern, while adjusting it through the update of the goal position as provided by the perception 
layer.  

1.2 Improvements within the final controller version 

The main improvements provided in the final version of the control layer are as following: 

·  A better distribution of the roles between high-level and low-level mechanisms. According to the 
quality of reproduction of the learned pattern, the low-level controller may inform the high-level 
controller that the current motion strategy is not appropriate, expecting the high-level mechanism 
to provide a new motion plan. 

·  The capacity to handle some motion constraints. Right now these motion constraints are limited 
to an indicated orientation of the object that has to be maintained by the robot during the 
movement.  

·  Depending on the object to be exchanged, the handover procedure (i.e. the grasping or delivery 
of the object) requires a specific direction to approach the handover location. The final system, 
through its motion profile generator, now implements this capability.  

·  The capacity to adjust the reaching direction and exchange location online. This capability is 
required when the initial grasping or delivery mode is not considered appropriate with respect to 
the way the human presents the object or his hand to the robot.   

1.3 Document outline 

We will illustrate within the next section the extension of the initial model presented in section 1.1. It will 
not provide a complete description of the interface, since it will be provided in deliverable D5.12 (Month 
30), but just present the main improvements proposed to provide to the robotic controller the required 
information to adjust its behaviour to the situation observed. Section 3 describes the new organization of the 
robotic controller in more detail, illustrating the improvements achieved with respect to the first system, as 
briefly mentioned in the previous section 1.2.   
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2 General component orchestration 

Figure 2 presents the updated state machine used for orchestrating the actions for the R� H and H� R 
exchanges. The noticeable changes with respect to the initial scheme are the following: 

·  Connection to the object database (OBJECT_DATABASE_QUERY_GRASP, 
OBJECT_DATABASE_QUERY_DELIVER): in the latest version, the database requests 
differ for the R� H and H� R exchanges. In both case, the requested information contains an 
indication of the grasping direction that is now handled by the controller. Some transportation 
constraints (reduced for the moment to a requested object orientation) can also be defined and 
then handled by the controller. In the H� R request, the response from the database depends on 
the grasping mode that was used to grasp the object, since the way the object is presented to the 
person depends on the way the object is currently held by the robotic hand.  

·  Permanent supervision of the exchange configuration (ASSESS_GRASPING_MODE, 
ASSESS_DELIVERY_MODE): when the grasping or delivery modes are requested from the 
object database, the information provided corresponds to the best estimated mode, according to 
the interaction history. States ASSESS_GRASPING_MODE and ASSESS_DELIVERY_MODE 
monitor these interaction modes, making sure that they remain suited to the current situation, 
and, if needed, proposing a more suitable strategy according to the human behaviour observed 
online. In the R� H case, this is done by monitoring the posture of the human hand that provides 
information on the grasping mode the person is willing to use, indicating how the object should 
be presented by the robot. In the H� R case, this is done by monitoring the object orientation, 
since the grasping strategy (grasping mode, approach direction and configuration with respect to 
the end effector) depends on the observed orientation of the object. In both cases, the monitoring 
component activated has the capacity to inform the (high-level) robot controller that the initial 
handover strategy has to be adjusted, indirectly producing an adjustment of the motion plan 
executed by the (low-level) controller.   

·  Logging of the handover mode (SEND_EXCHANGE_FEEDBACK): this state permits the 
transmission to the object database of the exchange mode that has been finally used for the 
object handover. This information is used by the object database to update the exchange 
preferences of the user, to get better aligned to the human expectation for the future interactions. 

·  Logging of the exchange site (STORE_EXCHANGE_LOCATION): similarly to the 
interaction mode, the exchange site gets logged after each exchange. In combination with the 
past history, the robotic controller can learn the exchange site preferred by the user. This permits 
the robot to directly drive towards that position in subsequent trials. 
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Figure 2: States machines orchestrating the actions for the R� H exchange. Rectangles represent 
states. Blue states are related to the control, while red states are related to perception and situation 
understanding states. States placed at the same height correspond to concurrent operations. The 
MOVE_REST_POSITION state is not detailed for compactness. 

 

 

Figure 3: State machine for the H �  R exchange 
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3 Controller design  

Here we present an overview of the different components involved in the robot control. More specific 
information will be provided on the main components in the following subsections.  

3.1 Overall scheme 

¡Error! No se encuentra el origen de la referencia. presents the overall organization of the cognitive 
controller, with the main communication flows in between the components. 

Starting with a bottom-up approach, the different components involved are: 

·  The low-level controller (named ¨coglab_control̈) is in charge of executing a given DMP plan. 
This component is directly connected to the Kuka arm through the FRI interface.  

·  The high-level controller (named ¨supervisor̈) is responsible for providing the motion plan to 
coglab_control. The motion profile is provided before the beginning of the motion, and, if 
needed is also transmitted when a plan adjustment is requested online either by coglab_control 
or by the observation of the partner action.  

·  The generation of the motion profile is handled by the component trajectory generator.  

·  The transmission to the low-level controller of the targeted exchange position and orientation is 
handled by the goal_transformer component, performing the appropriate frame transformations 
to transfer that target directly expressed with respect to robot base frame. 

 

3.2 Low-level controller 

The component diagram of the low-level controller is zoomed in on Figure 5. This component is directly 
connected to the robotic arm: when activated (start), as soon as it receives a robot feedback (robot_fbk, 
i.e.the current robot configuration), it computes the next desired position, and sends it to the robot which will 
execute it. The communication between the low-level controller and the robot arm is always performed in the 
joint space. The command generation is done by executing one cycle of the DMP, using the updated goal 

� �
�� , provided by goal_transformer.  

This component can handle motion profiles expressed either in joint space or in Cartesian space. The control 
space is defined by the higher-level controller, through the services setJointSpaceMode and 
setOrientationConstrainedMode. In both cases the higher control level of the system provides the reference 
motion profile (as a DMP model, through setJointSpacePrimitive and setOrientationConstrainedPrimitive). 
In joint mode, the targeted pose, expressed in Cartesian space, is transformed to a desired joint configuration, 
� � , using the IKFast inverse kinematics software [3] and selecting the joint configuration that is closest to a 
reference joint configuration, as described in D4.20. In the Cartesian mode, at each iteration the DMP motion 
profile provides the next desired position and velocity of the end effector. As described in D4.30, that desired 
position is then converted within the joint space, respecting the constraint on the orientation of the end-
effector. 

The generated joint orders are then monitored to ensure that some software joint positions and velocities 
boundaries are not violated (the soft boundaries refers to position, velocities and acceleration limits set 
within the software, to make sure the real system limits are not reached). If this occurs, a specific event is 
sent back to the high-level controller, requesting the definition of a more appropriate motion profile. Once 
transferred to coglab_control, the new motion profile is directly used to generate the next command. 

The low-level controller can be started and stopped at any moment (start, stop). During the execution of the 
motion profile, this component frequently sends back its advancement status through events. Currently, the 
feedback corresponds to a value between 0 and 1, where 0 means that the motion has not yet started, and 1 
that the motion profile has been completed (but the robot remains active, in a purely goal attractive mode, 
until the component is explicitly requested to stop the motion). 
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Figure 4: Organisation of the Cognitive controller. The main communication flows are 
presented through dashed lines. The coglab_master block gathers some of the states described 
within the R� H state machine (see Figure 2). These states are presented column-wise to 
compact the drawing.  
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Figure 5: Low-level controller component diagram 

 

The low-level controller component presents the following main configuration parameters: 

·  Optimal_ik_ref_config: corresponds to the reference joint configuration that is used in the 
inverse kinematics process to select among all the joint configurations the most appropriate one. 

·  Optimal_ik_free_param_samples: This parameter permits to indicate how many values of the 
redundant joint are used to redo the inverse kinematics process. Since the kinematical 
architecture of the robot arm is redundant (7 DoFs) one joint needs to be manually fixed. 

·  warn_vel: used to specify per joint the maximum velocity authorized 

·  warn_acc: used to specify per joint the maximum acceleration authorized 

·  transport_constraint (noted 	 �
� ): when needed, this configuration parameter is used to indicate 

that the controller should maintain a certain orientation of the end-effector during the transport 
of the object (we suppose here that transport orientation constraint is coherent with the handover 
orientation constraint and that the object is stably grasped).  

As previously mentioned, this controller can send back events during the execution of a motion profile: 

·  advancement in  the motion profile reproduction by the robot 

·  transgression of the joint velocities or accelerations limits. 

 

3.3 High-level controller 

The high-level component diagram is presented in Figure 6. This supervisor is in charge of providing the 
motion profile to execute to the low-level controller, before the motion starts or during the movement if the 
low-level controller itself or the perception assessment modules require it.   
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Figure 6: High-level controller diagram 

When a motion request is defined, the supervisor is fed with the exchange specification. The main 
information needed to specify the exchange conditions are: 

·  The most probable exchange location, � �
��   

·  The appropriate pose of the end effector with respect to the object � �
�  or human hand � �

�   
(depending on the handover direction) 

·  The appropriate approach direction � �
�  

·  If necessary, the motion transport constraints 	 �
�  

This information is provided by the state PREPARE_MOTION_PROFILE and transmitted through an event 
to the supervisor (the appropriate end effector pose � �

�  or � �
�  is actually not necessary for the initial 

plan definition, and is transmitted directly to the goal_transformer). The supervisor requests the 
trajectory_generator to produce a motion profile towards the desired position, either in joint space or in 
Cartesian space (in the R� H case, if there are some orientation constraint during the object transport). This 
motion profile or DMP is transmitted to the low-level controller (note that the trajectory could be loaded 
from some reference patterns, as we did in the first experiments. Here, the motion profile is generated on 
demand).  

The supervisor is waiting for specific events (see Figure 7): 

·  A trigger to start the motion (that should be provided by the perception component monitoring 
the human action, launched within the state START_ACTION_MONITORING)  

·  A request of the controller to re-plan the motion, since the current motion profile being executed 
does not respect the robot velocities or acceleration boundaries set, mainly due to the goal 
variation with respect to the one used for the reference profile generation. 

·  A request from the perception layers to readjust the handover plan (states 
ASSESS_GRASPING_MODE or ASSESS_DELIVERY_MODE). In this case we consider that 
the grasping mode or the delivery mode needs to be readjusted. In terms of the robotic arm 
control, this may requires a change of the end-effector positioning with respect to the object (or 
human hand) and an adjustment of the approach direction. The reference motion profile needs 
then to be adjusted online.  

·  A request to bring the robot towards a reference position, (after or before an exchange takes 
place for example). Note that the mechanism used for object exchange is also utilized for this 
type of motion (motion profile generation, learning with a DMP and execution of the DMP, 
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considering a constant goal location). This is particularly important when some transport 
constraints need to be respected by the robotic arm.  

 

 

Figure 7: Activity diagram of the High-level component, factorized for the four services 
generate{Cart|Joint}Trajectory{From|} 

 

 

3.4 Motion pattern generator 

The motion pattern generator is in charge of generating on demand motion profiles for the robot arm. Its 
interface is presented in Figure 8. The trajectory generator is designed to produce motion patterns either in 
joint space or in Cartesian space. Although the motion profile genrated at the beginning of the exchange 
could be computed off-line (or based on a motion learned from a human observation as performed in the 
initial controller version), we have identified through experimentation that it is necessary to be able also to 
produce the profile online, e.g. while the robot is moving, if the current motion profile is considered as being  
inappropriate and cannot properly respond  to the human behaviour (while respecting the robotic system 
constraints). When computed online, the new motion plan is defined from the current arm configuration 
(position, velocity and acceleration). 

As stated in D4.20, the generator we are proposing is based on the Reflexxes Trajectory Generation Library   
approach that can make such motion profile generation online [2]. 

The main configuration parameters highlighted on Figure 8 are related to the robotic system motion 
constraints that have to be respected by the defined motion plan, such as the maximum velocity and 
authorized acceleration, in Cartesian space or joint space depending on the control space selected. As 
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previously mentioned, the desired location has to be reached from a given direction, which is materialized by 
a waypoint along the trajectory. The parameter waypoint_skip_distance corresponds to the Euclidean 
distance below which that waypoint is skipped to generate the trajectory portion directly towards the target 
configuration.  

The main functions provided to the upper layers are naturally the motion profile generation, 
(generateJointTrajectory, generateCartTrajectory), that requires the specification of: 

·  The goal location within the selected control space 

·  The initial arm configuration 

·  The approach direction 

The two additional functions, generateJointTrajectoryFrom and generateCartTrajectoryFrom are used when 
the motion profile is computed online. The previously mentioned inputs are extended with the current 
velocity and acceleration of the robot, to take them into account within the motion profile generation.  

 

 

Figure 8: Interface of the motion pattern generator 

 

3.5 Goal transformer 

The low-level controller is independent of the exchange direction, and only expects to receive an appropriate 
and unique target position expressed within his control space. The goal transformer (interface presented in 
Figure 9) is responsible for preparing the appropriate goal information by composing the different frame 
relations and sending them back to the low-level controller the task goal expressed in the robot frame at a 
given frequency. Figure 10 presents the coordinate frame locations at the handover sites. In the following 
equations, the following terms are used: 

·  r stands for the robot frame,   
·  e stands for the end effector frame, 
·  c stands for the camera frame, 
·  o stands for the object frame, 
·  h stands for the human hand frame. 

 

The target location is computed as follows: 

·  In the R� H exchange, the goal is defined from the pose estimation of the human hand with 
respect to the camera and represented as a transformation matrix � �


  

� �
� � � 
 � � � � � �

�
�  
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The desired location of the end-effector with respect to the hand frame � �
� �is obtained by the 

request to the database (OBJECT_DATABASE_QUERY_DELIVER in Figure 2) and is 
transmitted to the goal_transformer by the PREPARE_MOTION_PROFILE state, through the 
call to the service setHandTarget. 

·  In the H� R exchange, the goal is defined from the pose estimation of the object, � �

  

� �
� � � 
 � � � � � �

�
�  

Similarly, the requested positioning of the end-effector with respect to the object frame, � �
� , is 

obtained from the database (OBJECT_DATABASE_QUERY_GRASP in Figure 3) and is 
transmitted to the goal_transformer through a call to the service setObjectTarget. 

The function setFixedGoal is used to request the goal_transformer to periodically publish a constant target 
location given as a parameter, once combined either with � �

�  or � �
� . Otherwise, the service 

setPerceptionGoal requests the goal_transformer to connect to the perception layers that periodically publish 
their estimated hand or object location depending on the active exchange mode. In all cases, the publication 
of the robot goal, � �

� , which is expected by the low-level controller coglab_control, is triggered or 
inhibited by the start and stop services.  

 

 

Figure 9: Goal transformer component 

 

Figure 10: Illustration of the frames location 
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3.6 Exchange site estimator 

In the control scheme proposed here, we consider the system is able to learn the exchange site location the 
human partner prefers from previous interactions. The high-level controller can request the calculation of a 
motion plan directly targeting that specific position in space. After each exchange, the master provides the 
observed exchange location which is used with the past history to estimate the exchange site preferred by the 
user for the next exchanges (state STORE_EXCHANGE_LOCATION in Figure 2 and Figure 3). This 
component will be described within the next perception deliverable D3.50 and its incorporation within the 
complete architecture will be presented in D5.60.  
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4 Conclusions 

In this document we described the key aspects of the different levels of the robot controller. Considering that 
the technical aspect and validation on simulated data of the high level and low-level controller have been 
already presented in the deliverables D4.20 and D4.30, the present deliverable has been focused on the 
functional implementation of these building blocks.  

Compared to the initial architecture that was tested during the first evaluation, the currently presented 
contains several extensions. We are now able to handle object transport constraints (through control in 
Cartesian space), to control the quality of the current plan with respect to the specific motion constraints of 
the robotic system being used, and to perform an online change of the action or motion profile being 
executed. The obtained architecture provides a better distinction between the action selection (high-level 
controller) and the action execution (low-level controller). This would permit to envision later on some 
adaptation or extension of one of these two layers, depending on the needs, without directly requiring a 
complete redesign of the whole architecture.  

The deliverable D4.30 provides some illustrations of simulated exchange operations and, focusing on the 
control of the robotic arm during the motion towards the exchange site. We are currently working towards 
the integration of the proposed architecture and components into the robotic platform. During this stage, we 
will be able to correctly adjust and finalize the proposed interface within the cognitive controller, but also 
with the other building blocks constituting the complete CogLaboration architecture. The outcome of this 
integration, together with the complete interface of the CogLaboration concept, is the topic of deliverable 
D5.60. 
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