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CogLaboration Deliverable D4.62

Abstract

This document focuses on the implementation oftélsnical content of the deliverables D4.20 and3D4.
respectively dedicated to the description of thghHevel component (action selection) and low-level
controller (real-time continuous tuning of motornpitive patterns). This document describes the main
components that have been implemented on the ¢amitte of CoglLaboration to define the arm motor
primitives or profiles, to reproduce them onlineddo adapt them online when the current moticatatyy is
considered as non-satisfactory, from the robotiotpaf view or from the perception point of view.

To avoid excessive redundancy between this docuarahthe two deliverables D4.20 and D4.30 that both
provide some illustrations and validations of thlated mechanism in simulation, we focus on thetfanal
integration of the different components that weehheen designed to couple these two control asgacts
addition, we present the integration of the contmicepts into the general and highest level robotroller
that orchestrates both perception and control compis to provide a better understanding of how the
proposed improvements over the first control desigad during the first experimentation are incoaypet
inside the robotic system. A complete view of tmitegration will be presented in the context of Wor
Package 5 and deliverable D5.60.
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Executive summary

This document gathers together the functional datsam of all components involved in the control thie
robotic system as defined in the CoglLaboration gutojEven though the components involved in the
perception capabilities of the system are not desdrhere, we will identify all communications withese
elements to have a clear picture of the contrdiitecture.

An introductory summary of the initial architectuesaluated during the first trials highlights theim
limitations we addressed in the preparation of fihal architecture. In summary, the main limitagon
considered are: (i) the controller proved to be teactive and moving towards the human partnerrgiha
regardless of where the human hand was locatgdyy(ileproducing a human trajectory, the controles
frequently producing velocity commands that weré¢ achievable by the real robotic platform, (iii)eth
desired robotic hand orientation had to be preddfiand was not subject to changes along time. The
approach direction was furthermore not specifigbteth for delivering or grasping the object), aithlly

(iv) no object transport constraint could be haddle

In order to better understand how these limitatiarestackled in the final design, we provide at finsight
into the overall architecture overlaying the robraition controller (which will be fully described thin the
context of work package 5), both in the case ofdkehange from the robot to the person, and froen th
person to the robot. With respect to the initiah#ecture, we can highlight that the communicatiorthe
object knowledge database is how specific to tlehaxge direction and an indication of necessansprart
constraints, depending on the object considered,de@n incorporated. The expected handover strategy
(either how to deliver it to the human, or how t@sp it from the human hand) is now consideredeto b
subject to change during the evolution of the ergeaprocedure. Indeed the perception layer monites
validity of the initial handover mode chosen andymequest the selection of another exchange maate th
will result in an online adjustment of the motiorofile being reproduced by the robot. Furthermare,
logging of the exchange configuration (location agrdsp or deliver mode) is also added to permit an
adjustment in accordance with human preferencésatsare carried out. On the one hand this ctecathe

a priori exchange mode provided by the knowleddaliese. On the other hand, it also permits theaitiefi

of motion profiles directly including the human faeed exchange location, considering that the tiobo
system should be able to adapt itself to the huexpectations.

The cognitive controller implementation is then aésed. The control architecture founds on four
components, théow-level controller the high-level controller the motion profile generatoand thegoal
transformer Thelow-level controlleris dedicated to the reproduction of the motiorfifggrovided by the
high-level controller Basically, it works by executing the provided DNBynamic Movement Primitiyg1]
model, while incorporating the current robot staarsl the current target location of the end-effiecto
received. Théow-level controlleris designed to handle motion profiles either infjor Cartesian spaces. In
the latter case, the outcome of the Cartesian D8&Ehén converted into joint space coordinates while
incorporating some end effector orientation comstsgprovided by the upper layer. Thosv-level controller
permanently assesses the quality of the commanerated and, in particular, verifies that sosadt joint
velocities (defined by software) and acceleratiomsndaries are not transgressed. If so, it infahmashigher
level controller and expects to receive a new nmopifile designed to satisfy the required bouretari

Thehigh level controlleris the communication and synchronization layeoetween the general application
controller and the real robot. It receives the exge request, gets an appropriate motion profdm fthe
motion profile generator, transmits it to tlegv-level controllerand triggers the execution. Furthermore, this
component decides whether to request a motionlgriofijoint space or in Cartesian space. The detis
made depending on the presence or absence of erasi@ntation constraints within the exchangeuss.

If some orientation constraints are provided, thatiom profile is designed in Cartesian space sithee
constraints are expressed the world coordinatedrdfno orientation constraint is provided, thetimo
profile is defined in joint space instead, sincérileg the command in the space of control of tbkot is
more suitable for monitoring that the generated mamd remains in the velocities boundaries relatgld w
the robot being used, as it is controlled by kin-level controller During the execution of the motion
profile, thehigh level controllerwaits for specific events, the most notable ofchhare ones are related to
requests of adjustment of the current motion peofithese are provided by thav-level controller when
the current motion profile cannot face a variatafnthe goal location without generating joint vetiss
outside the defined soft boundaries. This requast @lso be transmitted by the perception layers. By
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tracking the object orientation or recognizing ktheman hand posture, the initial handover specifnainay

be considered no longer appropriate requiring ansideration of the end-effector desired pose and
approach direction. In any case tiigh-level controllerrequires the computation of another motion profile
with the new specifications, and transmits it te litw-level controllerdirectly utilising it to compute the
next motion commands sent to the robot.

The third key component is thaotion pattern generatorAccording to the specifications provided in our
application by the high level controller, this camngnt generates a motion profile as a DMP modeélior
dimensions, either in joint space or in Cartesjaacs. In the latter case, even if it is possiblamtorporate
some motion profile learned from the human obs@matve propose an alternative based on Reflexxes

[2] component that allows the generation at higigfiency of a motion profile in both joint and Caide
spaces respecting velocities and accelerationsslitAnother key aspect of this approach is thatmto&on
pattern generatolis able to produce such motion pattern while thi@ot is moving, i.e. incorporating the
initial velocity and acceleration conditions, geateérg a motion pattern compliant with the current
movement of the arm. Finally this module handlesrbtion of the approach direction, by incorpomtan
virtual waypoint related to the direction by whitte robot should reach before the desired location.

Another key component of the control architectureaduced in this document is thypal transformer
providing a unique goal to the low-level controllekpressed as a transformation between the raiset &nd
the desired end-effector location. The exchangeemidtl R or H R) may trigger different perception
modules providing therefore different pose estioraijpose estimation of the object, or pose estomanif
the human hand). Thgoal transformergets connected to the appropriate perception meodiven the
exchange direction, and transforms the pose prdJigenerally expressed in the camera frame) toessgt
within the control space of the robot used bylthvelevel controller

In addition to the technical description and tHatesl demonstrations provided in the deliverablé2D and
D4.30, this document provides the description efrthoftware implementation. This implementatiol e
enriched in the context of work package 5 with timenplete interface and deployment of all the other
components involved in the CogLaboration architectu
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CogLaboration
1 Introduction
1.1 Presentation of the initial cognitive controller

To illustrate the improvements realized in the fivarsion of the controller with respect to thesren that
was used in the first experimental setup, we weMiew the key features of the previous version feohigh
level point of view. Figure 1 presents the statechiaes that were used during the first evaluation.
highlights the information going to the controlland we use it to contrast the initial and fingbaeities of
the controller.

OBJECT
DATABASE
QUERY

SWITCHTO
DMP

( DMP_AND_PRESHAPE \

DMP_AND_WAIT
) WAIT STOP AND ] (
EXECUTE DMP > SWITCHTOPTP
OPEN J L

7
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WAITPTP
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N /

PRESHAPE
CLOSE
(b)

Figure 1: First version of the two main control mocs of the controller: (a) exchange R H and (b)
exchangeH R

When initialized, the controller received a specidPMP motion pattern expressed in Cartesian space
describing the reference motion pattern to follmwards the exchange site. During the executiorhef t
program, when an RH exchange was requested, a query to the datatmspesformed to specify how the
object of interest needed to be presented to themahu partner (realized within state
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OBJECT_DATA BASE_QUERY). This was defined by a sfammation matrix between the coordinate
frames respectively attached to the end effectdrtarthe human hand, (whereh stands fohand and

e for end-effectgdr. The access to the database also permitted access , (whereo stands foobjec) that
was used during the HR exchange to define how the end effector needdx fpositioned with respect to
the object to grasp it back.

As is described in section 3.5, these transformatican be combined with the different frames of the
workspace to deduce the controller goal locatiqgressed as a transformation matrix: , from which the

translation is directly used to set the goal informatigiior each dimension that were there fed in the
DMP resolution scheme. During the exchange proeedhe perception layer provided periodical updafes
the object or human hand frame estimation, which thhan used to actualize the DMP goal locations.

In this primary version, the distinction betweese thigh-level controller and the low level controligas
limited to the off-line learning of the DMP-basedtion pattern. Once learned, the core of the cognit
controller was mainly reduced to the low-level col¢r (state EXECUTE_DMP), in charge of reproduggin
the motion pattern, while adjusting it through thgate of the goal position as provided by the gsion
layer.

1.2 Improvements within the final controller version

The main improvements provided in the final versabthe control layer are as following:

A better distribution of the roles between highdkeand low-level mechanisms. According to the
quality of reproduction of the learned pattern, lthe-level controller may inform the high-level
controller that the current motion strategy is ampropriate, expecting the high-level mechanism
to provide a new motion plan.

The capacity to handle some motion constraintshiRigw these motion constraints are limited
to an indicated orientation of the object that base maintained by the robot during the
movement.

Depending on the object to be exchanged, the handmecedure (i.e. the grasping or delivery
of the object) requires a specific direction to raggh the handover location. The final system,
through its motion profile generator, now implengetitis capability.

The capacity to adjust the reaching direction axchange location online. This capability is
required when the initial grasping or delivery masi@ot considered appropriate with respect to
the way the human presents the object or his atitetrobot.

1.3 Document outline

We will illustrate within the next section the emsion of the initial model presented in section. 1t Wwill
not provide a complete description of the interfasiace it will be provided in deliverable D5.12 ¢kth
30), but just present the main improvements pragpdseprovide to the robotic controller the required
information to adjust its behaviour to the situat@bserved. Section 3 describes the new organizafithe
robotic controller in more detail, illustrating timprovements achieved with respect to the firsteay, as
briefly mentioned in the previous section 1.2.
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2

General component orchestration

Figure 2 presents the updated state machine usedrdbestrating the actions for the Bl and H R
exchanges. The noticeable changes with respeloe tmitial scheme are the following:

Connection to the object database (OBJECT_DATABASEQUERY_GRASP,
OBJECT_DATABASE_QUERY_DELIVER): in the latest version, the database requests
differ for the R H and H R exchanges. In both case, the requested informatatains an
indication of the grasping direction that is nowntiied by the controller. Some transportation
constraints (reduced for the moment to a requedbgett orientation) can also be defined and
then handled by the controller. In the HR request, the response from the database depands o
the grasping mode that was used to grasp the gkjace the way the object is presented to the
person depends on the way the object is curreetty by the robotic hand.

Permanent supervision of the exchange configuratiofASSESS GRASPING_MODE,
ASSESS DELIVERY_MODE): when the grasping or delivery modes are requested the
object database, the information provided corredpda the best estimated mode, according to
the interaction history. States ASSESS_GRASPING_M@Ind ASSESS_DELIVERY_MODE
monitor these interaction modes, making sure they remain suited to the current situation,
and, if needed, proposing a more suitable stradéegprding to the human behaviour observed
online. In the R H case, this is done by monitoring the posturdhefituman hand that provides
information on the grasping mode the person ismglto use, indicating how the object should
be presented by the robot. In the IR case, this is done by monitoring the object daon,
since the grasping strategy (grasping mode, aphro@ection and configuration with respect to
the end effector) depends on the observed orientafi the object. In both cases, the monitoring
component activated has the capacity to inform(khgh-level) robot controller that the initial
handover strategy has to be adjusted, indirecthdycing an adjustment of the motion plan
executed by the (low-level) controller.

Logging of the handover mode (SEND_EXCHANGE_FEEDBAR): this state permits the

transmission to the object database of the exchamyte that has been finally used for the
object handover. This information is used by thgecdbdatabase to update the exchange
preferences of the user, to get better alignebdedtiman expectation for the future interactions.

Logging of the exchange site (STORE_EXCHANGE_LOCATON): similarly to the
interaction mode, the exchange site gets loggest atich exchange. In combination with the
past history, the robotic controller can learnéiiehange site preferred by the user. This permits
the robot to directly drive towards that positiorsubsequent trials.
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Figure 2: States machines orchestrating the actionfor the R H exchange. Rectangles represent
states. Blue states are related to the control, wkired states are related to perception and situain

understanding states. States placed at the same ¢lei correspond to concurrent operations. The
MOVE_REST_POSITION state is not detailed for compatness.
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Figure 3: State machine for the H R exchange
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3 Controller design

Here we present an overview of the different congmis involved in the robot control. More specific
information will be provided on the main componeintshe following subsections.

3.1 Overall scheme

iError! No se encuentra el origen de la referenciapresents the overall organization of the cognitive
controller, with the main communication flows intlveen the components.

Starting with a bottom-up approach, the differemthponents involved are:

The low-level controller (hamea6glab_contrdl) is in charge of executing a given DMP plan.
This component is directly connected to the Kuka #irough the FRI interface.

The high-level controller (hameduipervisor) is responsible for providing the motion plan to
coglab_contral The motion profile is provided before the begmniof the motion, and, if
needed is also transmitted when a plan adjustrsemguested online either bgglab_control
or by the observation of the partner action.

The generation of the motion profile is handledhxy componenirajectory generator

The transmission to the low-level controller of thegeted exchange position and orientation is
handled by thegoal_transformercomponent, performing the appropriate frame ti@nsations
to transfer that target directly expressed witlpeesto robot base frame.

3.2 Low-level controller

The component diagram of thew-level controlleris zoomed in on Figure 5. This component is diyect

connected to the robotic arm: when activatstr(), as soon as it receives a robot feedbaokat fbk

i.e.the current robot configuration), it computiee hext desired position, and sends it to the ranith will

execute it. The communication betweenlthe-level controllerand the robot arm is always performed in the

joint space. The command generation is done byutixecone cycle of the DMP, using the updated goal
, provided bygoal_transformer

This component can handle motion profiles expres#ibér in joint space or in Cartesian space. Tdrerol
space is defined by the higher-level controllerrotigh the servicessetJointSpaceModeand
setOrientationConstrainedModén both cases the higher control level of thaeysprovides the reference
motion profile (as a DMP model, througktJointSpacePrimitivand setOrientationConstrainedPrimitiye
In joint mode, the targeted pose, expressed ire€ian space, is transformed to a desired jointigoration,

, using the IKFast inverse kinematics softwared®ji selecting the joint configuration that is ckige a
reference joint configuration, as described in D418 the Cartesian mode, at each iteration the DhdEon
profile provides the next desired position and gijoof the end effector. As described in D4.3@tttiesired
position is then converted within the joint spamespecting the constraint on the orientation of ehd-
effector.

The generated joint orders are then monitored Burenthat some software joint positions and vakxit
boundaries are not violated (the soft boundariésrgeto position, velocities and acceleration lgnget
within the software, to make sure the real systemtd are not reached). If this occurs, a spe@fient is
sent back to the high-level controller, requestimg definition of a more appropriate motion profi@nce
transferred ta@woglab_control the new motion profile is directly used to gemnetae next command.

Thelow-level controllercan be started and stopped at any monsatt( stop). During the execution of the
motion profile, this component frequently sendskb#s advancement status through events. Currethigy,
feedback corresponds to a value between 0 and drewhmeans that the motion has not yet startetilan
that the motion profile has been completed (butrtimt remains active, in a purely goal attractivede,
until the component is explicitly requested to stog motion).
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trajectory_generator
coglab_control

robot_fbk
-
robot_cmd
-

Figure 4: Organisation of the Cognitive controller. The main communication flows are
presented through dashed lines. Theoglab_masteblock gathers some of the states described

within the R H state machine (see Figure 2). These states areepented column-wise to
compact the drawing.

FP7 - 287888 Page 13 of 21




CogLaboration Deliverable D4.62

Figure 5: Low-level controller component diagram

Thelow-level controllercomponent presents the following main configuraparameters:

Optimal_ik_ref _config: corresponds to the referefaimt configuration that is used in the
inverse kinematics process to select among ajbiheconfigurations the most appropriate one.

Optimal_ik_free_param_samples: This parameter pertoi indicate how many values of the
redundant joint are used to redo the inverse kitiemgprocess. Since the kinematical
architecture of the robot arm is redundant (7 Dalf&) joint needs to be manually fixed.

warn_vel: used to specify per joint the maximunoe#y authorized
warn_acc: used to specify per joint the maximuneberation authorized

transport_constraint (noted ): when needed, this configuration parameter isl isandicate
that the controller should maintain a certain ddéon of the end-effector during the transport
of the object (we suppose here that transport tatiem constraint is coherent with the handover
orientation constraint and that the object is staiphsped).

As previously mentioned, this controller can seadkoevents during the execution of a motion profile
advancement in the motion profile reproductiorthms/robot

transgression of the joint velocities or acceleradilimits.

3.3 High-level controller

The high-level component diagram is presented guiié 6. Thissupervisoris in charge of providing the
motion profile to execute to the low-level conteo|l before the motion starts or during the movenifettie
low-level controller itself or the perception assasnt modules require it.
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Figure 6: High-level controller diagram

When a motion request is defined, the supervisofeds with the exchange specification. The main
information needed to specify the exchange conutare:

The most probable exchange location,

The appropriate pose of the end effector with resfethe object or human hand
(depending on the handover direction)

The appropriate approach direction

If necessary, the motion transport constraints

This information is provided by the state PREPAREDMON_PROFILE and transmitted through an event
to thesupervisor(the appropriate end effector pose or is actually not necessary for the initial
plan definition, and is transmitted directly to tlgoal_transformer. The supervisor requests the
trajectory_generatorto produce a motion profile towards the desireditpm, either in joint space or in
Cartesian space (in the RH case, if there are some orientation constraininduhe object transport). This
motion profile or DMP is transmitted to the low-&\wcontroller (note that the trajectory could baded
from some reference patterns, as we did in thé éxperiments. Here, the motion profile is genataia
demand).

Thesupervisolis waiting for specific events (see Figure 7):

A trigger to start the motion (that should be pdad by the perception component monitoring
the human action, launched within the state STARTTEON_MONITORING)

A request of the controller to re-plan the motisimce the current motion profile being executed
does not respect the robot velocities or accetratioundaries set, mainly due to the goal
variation with respect to the one used for therezfee profile generation.

A request from the perception layers to readjuste tithandover plan (states
ASSESS_GRASPING_MODE or ASSESS_DELIVERY_MODE). listcase we consider that
the grasping mode or the delivery mode needs toehdjusted. In terms of the robotic arm
control, this may requires a change of the endetdfepositioning with respect to the object (or
human hand) and an adjustment of the approachtidined he reference motion profile needs
then to be adjusted online.

A request to bring the robot towards a referencgtionm, (after or before an exchange takes
place for example). Note that the mechanism usedbfect exchange is also utilized for this
type of motion (motion profile generation, learnmgth a DMP and execution of the DMP,
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considering a constant goal location). This is ipakarly important when some transport
constraints need to be respected by the robotic arm

Figure 7: Activity diagram of the High-level comporent, factorized for the four services
generate{Cart|Joint}Trajectory{From|}

3.4 Motion pattern generator

The motion pattern generatois in charge of generating on demand motion msffior the robot arm. Its
interface is presented in Figure 8. The trajectgegerator is designed to produce motion pattethgrein
joint space or in Cartesian space. Although theionoprofile genrated at the beginning of the exdean
could be computed off-line (or based on a motiaried from a human observation as performed in the
initial controller version), we have identified thugh experimentation that it is necessary to be atso to
produce the profile online, e.g. while the robotnigving, if the current motion profile is consideras being
inappropriate and cannot properly respond to tlmamn behaviour (while respecting the robotic system
constraints). When computed online, the new mopitam is defined from the current arm configuration
(position, velocity and acceleration).

As stated in D4.20, the generator we are propasibgsed on thReflexxes Trajectory Generation Library
approach that can make such motion profile germratnline [2].

The main configuration parameters highlighted oguFe 8 are related to the robotic system motion
constraints that have to be respected by the dkfinetion plan, such as the maximum velocity and
authorized acceleration, in Cartesian space ot jsfrace depending on the control space selected. As
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previously mentioned, the desired location hasetogached from a given direction, which is matezgal by

a waypoint along the trajectory. The parameterypoint_skip_distanceorresponds to the Euclidean
distance below which that waypoint is skipped taeagate the trajectory portion directly towards taeget
configuration.

The main functions provided to the upper layers aaurally the motion profile generation,
(generateJointTrajectory, generateCartTrajeciomat requires the specification of:

The goal location within the selected control space
The initial arm configuration
The approach direction

The two additional functiongienerateJointTrajectoryFromndgenerateCartTrajectoryFrorare usedvhen
the motion profile is computed online. The previgusientioned inputs are extended with the current
velocity and acceleration of the robot, to takenthieto account within the motion profile generation

Figure 8: Interface of the motion pattern generator

3.5 Goal transformer

Thelow-level controlleris independent of the exchange direction, and erpects to receive an appropriate
and unique target position expressed within higrobspace. Thgoal transformer(interface presented in
Figure 9) is responsible for preparing the appadprigoal information by composing the differentnfea
relations and sending them back to bw-level controllerthe task goal expressed in the robot frame at a
given frequency. Figure 10 presents the coordifrai@e locations at the handover sites. In the fatg
equations, the following terms are used:

r stands for the robot frame,

e stands for the end effector frame,
¢ stands for the camera frame,

o stands for the object frame,

h stands for the human hand frame.

The target location is computed as follows:

In the R H exchange, the goal is defined from the pose asitbm of the human hand with
respect to the camera and represented as a tnawagimn matrix
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The desired location of the end-effector with respe the hand frame is obtained by the
request to the database (OBJECT_DATABASE QUERY _DHR in Figure 2) and is
transmitted to thegoal_transformerby the PREPARE_MOTION_PROFILE state, through the
call to the serviceetHandTarget

Inthe H R exchange, the goal is defined from the pose asttmof the object,

Similarly, the requested positioning of the endeefibr with respect to the object frame, , is
obtained from the database (OBJECT_DATABASE_QUERRAGP in Figure 3) and is
transmitted to thgoal_transformethrough a call to the servisetObjectTarget

The functionsetFixedGoals used to request thgoal_transformerto periodically publish a constant target
location given as a parameter, once combined eittién or . Otherwise, the service

setPerceptionGoalequests thgoal_transformeto connect to the perception layers that peridlgigaublish
their estimated hand or object location dependimghe active exchange mode. In all cases, the qaildn

of the robot goal, , Which is expected by the low-level controlleoglab_control is triggered or
inhibited by thestart andstopservices.

Figure 9: Goal transformer component

Figure 10: lllustration of the frames location
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3.6 Exchange site estimator

In the control scheme proposed here, we considesyhtem is able to learn the exchange site lotdlie
human partner prefers from previous interactiorige Migh-level controller can request the calcuratié a
motion plan directly targeting that specific pasitiin space. After each exchange, the master prs\ite
observed exchange location which is used with &gt pistory to estimate the exchange site prefdyetie
user for the next exchanges (state STORE_EXCHANGECATION in Figure 2 and Figure 3). This
component will be described within the next perimgpteliverable D3.50 and its incorporation withire
complete architecture will be presented in D5.60.
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4 Conclusions

In this document we described the key aspectseofliffierent levels of the robot controller. Considg that

the technical aspect and validation on simulated d&the high level and low-level controller haveen
already presented in the deliverables D4.20 and@4he present deliverable has been focused on the
functional implementation of these building blocks.

Compared to the initial architecture that was tesdering the first evaluation, the currently presen
contains several extensions. We are now able tal@davbject transport constraints (through control i
Cartesian space), to control the quality of theentrplan with respect to the specific motion caaists of
the robotic system being used, and to perform dmerchange of the action or motion profile being
executed. The obtained architecture provides abdistinction between the action selection (higvel
controller) and the action execution (low-level tolier). This would permit to envision later onnse
adaptation or extension of one of these two laygepending on the needs, without directly requirng
complete redesign of the whole architecture.

The deliverable D4.30 provides some illustratiofsimulated exchange operations and, focusing en th
control of the robotic arm during the motion towaittie exchange site. We are currently working taaar
the integration of the proposed architecture amdpmments into the robotic platform. During thisggawe
will be able to correctly adjust and finalize theoposed interface within the cognitive controlleut also
with the other building blocks constituting the qaete CoglLaboration architecture. The outcome & th
integration, together with the complete interfaédh® CoglLaboration concept, is the topic of dethme
D5.60.
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