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CogLaboration Deliverable D5.7

Abstract

Vision systems are a fundamental component in foliteractive systems. In CoglLaboration's testhenc
the safety of the human is entrusted to a KinectODXB360, a real time controller and to the intrinsic
properties of the Light Weight Robot arm (LWR), sifieally designed for interact with humans. Prdjssr
like the force feedback provided by the LWR asghee redundancy of the safety during the interagtion
since the robot is able to detect potential callisiand stop its movement.

The main achievement for the safety monitoring hadchan interaction in this project is to adapt human
detection techniques to the object-exchange saen&oglLaboration requires physical human-robot
interaction and because of that, the activatiomifierent safety states was introduced in the atton
mode of each stage of the human-robot object exghan
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Executive summary

The summary below resumes the activities addresgtdn the Task 5.7 during CogLaboration. The
objectives of the Task have been successfully eshch

Objective 1: Scene understanding and situation undstanding for safety: Work done in WP3 to

understand the situation will be handled from a sadty-for-user point of view. Particularly

development done in task T3.3 Human motion trackingwill be used to guide a safe robot control
system.

Human detection is performed by different methaaplemented in ROS. Those are used for different
purposes as following described:

- Human safety inside the robot workspace: Octonfapsiuman pre-collision detection and force
threshold for post-collision detection were impleneel and successfully tested.

- Object exchange, hand-positioning: Hand and heeation are localized using color-skin detection
techniques in order to retrieve/plan the hand lonafor object exchange. It is used for human-robot
interaction and it has been developed in Task 3.3.

The final integration of human detection techniqueguires the definition of allowed and not allowed
contact states. The definition of areas and stdtethg the object exchange (including planning and
execution) permit a better utilization of CogLaliama resources, at the same time that priorizeshthman
safety, due to possible collisions.

Objective 2: Collision detection and reaction for afety: Collision detection and reaction strategiesvill
be implemented to ensure a safe-for-user operatiast the robot arm. They'll enable the robot to react
against collisions while preserving as much as pdske the execution of the task.

Regarding how to deal with collisions, two diffetr@md complementary strategies must to be comitimed
assure human safety: pre-collision detection avst-pollision response. In CogLaboration both stegs
were implemented using different information sosr@mechanical contact by force sensors and computer
vision), improving by this way the redundancy aobustness of the system.

Pre collision strategy: It is using the Octomaps functionality provideg ROS, the implementation of the
pre-collision strategy monitors the robot's workspaThe occupancy map generated by this function is
configured, processed and analysed. If the resudt human detection, the algorithm publishes a agess
used by the robot controller.

Post collision strategy: Force sensor threshold by physical contact. Witenamera information is available
(if the object handover is taking place and thuducing the camera visibility, or if there is a came
malfunction or a delay introduced by the image pssing load), specific thresholds in the robot dorc
sensors have been fixed to detect collisions. Tdst gollision strategy utilizes the force sensosated in
the LWR joints to detect not allowed contacts (thostside the area occupied by the human and haivat
during theassess graspi ng node); the system response after a collision is stappire robot by
software’s emergency stop.
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CogLaboration

Abbreviations

ROS: Robot Operating System

KUKA LWR: Light Weight Robot built by KUKA.

LWR : Light Weight Robot built by KUKA.
FRI: Fast Research Interface of the LWR.
rviz: ROS integrated visualizer.

pHRI: physical Human-Robot Interaction.
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1 Introduction

To ensure operation safety during the interactibrthe humans within the robot workspaces, it was
implemented a collision detection strategy that jposes of two blocks working in parallel: the fiis a
pre-collision strategy exploiting the vision systefithe robot and the second is a trajectory mainigowith
post-collision strategy using a threshold on thhedacquired by the sensors embedded in the LWisjoi

Adaptation and definition of the requirements fanfan-robot interaction based on object exchange hav
been analysed on the first demonstration scentii@® main source of information is a Kinect camerated

on top of the object exchange area, due to onlycan®ra is used, the camera resources for humectioet
and safety monitoring must to be ensured and opéichdue to the low frequency obtained from the data
analysis (only 30 Hz). Several strategies and gafetdes have been combined in order to achievgla hi
level of human-robot interaction, maximizing the ws$ the information provided by the camera.

The document is structured based on the statesewdwrtact is allowed or not, it is based on theotob
controller states (refer to Deliverable 4.62). diesieach subsection have been included and expléieed
algorithms and techniques used to implement thetysaftrategies in the selected moment of the object
exchange.
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2 Safety interaction

The design of collaborative tasks, as it is progdseCogLaboration [1], requires providing someafie
mechanisms to monitor the safety of the human partmhile the person is within the operation spaicéne
arm, and in particular when potential contact cecuo outside of the physical interaction protocol.

The implementation of safety mechanism is natuiddigendent on the robotic arm being used and on the
tasks being realized with this arm.

CoglLaboration project is using the Kuka Light Weighm (LWR [5]) that is provided with a per-
construction compliance property through variabdpédance actuators, thanks to which is possible to
minimize the damages due to collisions. Nevertlselesnsidering that such mechanisms are not
implemented on all robotic arms, and that potemtdlisions should be avoided as much as possiae,
considered important to investigate how, througitgetion of the human location to the arm, theesysst
can identify potential collisions out of the excharprocedure, and adjust accordingly to that itsi®ur.

2.1. Safety implementation a using dedicated camera

The hardware of the system is composed by a KiBEX 360 camera [6], ROS functionalities [7] and a
dedicated PC with Ubuntu 12.04, 64-bits, GNOMEA.ttel Xeon @3.2 GHzx8.

Since the CogLaboration testbench uses two canfergisre 1), one for the object recognition and @ore
monitoring the human-robot interaction, only onenega is available for safety algorithms.

Kinectl:
Camera for human-

Kinect2: robot interaction Sitting Person
Camera for object ﬂ'
detection

ngle 802

Tool Table

i

§
%)
o Al
)
S
@

Kuka Arm

Kinect 1
Po

100 ~ 125 cm
Kinect 2

Figure 1: Testbench of CoglLaboration (real and se)eKinect2 for object detection in the tool-paaetl Kinectl for
human interaction (safety and hand-object detektion

The Kinectl provides data about the human roba@raation taking place in the robot's workspace (see
measures on Figure 1). It is mainly used to es@nthe human location for object exchange, it i® als
intended to monitor the human during the exchaargek during the automatic motions of the robotic arm
ensuring a safety interaction. Since the camera gaicessing consumes a large quantity of resolumces
human detection techniques (see Deliverable 3t3has been decided to split the execution of those
techniques according to the state of the exchaRgrire 2), activating the safety mode when any acnt
human-robot is expected.
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Exchange_RH
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Not human contact expected

Preparatory_phase and execute
motion profile

LWR grabs an object from the
tool-board

v

LWR moves until reach contact
zone for object exchange

Allowed contact states
Human contact expected

Motion Execution:

Exchange_HR

Not allowed contact states
Not human contact expected

Preparatory_phase and execute
motion profile

LWR moves from home
position when indicated

I

LWR moves until reach contact
zone for object exchange

Allowed contact states
Human contact expected

Motion Execution:

Assess Grasping Mode
Hand contact detection

Assess Grasping Mode
Hand contact detection

LWR reaches contact zone for LWR reaches contact zone to
object deliver and it leaves the . receive the object from the
Finish Procedure

Finish Procedure obj_(lgct. hur‘r|1an.

W
LWR left the contact zone after
object grasping and it moves to

the tool panel

LWR places the object on the
tool panel and it moves to
home position

A4
LWR left the contact zone after
object deliver and it moves to
home position

wait

Figure 2. Safety mode activation flowchart.

The Not allowed contact states (market in red) activates the human detectiongusatomaps and its output

is given to the CogLaboration’s integrated conémollThe response to a not allowed human presertoe is
immediate stop of the robot movements; the arnmoékdd until the presence of the human in the close
vicinity of the arm disappears. Then, the arm eitiees back in its rest mode or continues the adtiovas
taking place.

The Allowed contact state (market in green) is activated when the robothieadhe exchange object zone,
then, only the robot hand is allowed to physicétlych the human. With the activation assess grasping
mode, no large movements are expected for the objechanged, then, the camera focuses on the hand
location and on the detection of the object, deatitig the safety mode for not allowed contactestat

2.1. Not allowed contact States

We have started implementing this safety aspecbiogidering control modes where the desired trajgds
defined through a planning mechanism that coulguein relation with the automatic generation of th
encoded motion pattern as if it was to be reprodumethe robot. Specific ROS nodes have been degédlo
to execute that trajectory in the free space okth@ronment, as illustrated on the general diagoeesented
on Figure 3.

Filter trayectory with constraints
Synchronizing planning scane

Plan kinematic path
Get planning scene

Move kuka arm

Trajectory_filter_server

Octomap Emvironment

Lwr_arm_kinematics
SEMVES e Finpi Ompl_planning Trajectory
Callision Planning_scene_validity_server S lickoi)
detection

Figure 3. Components involved in the execution thgctory free of collision.

The detection of the location of potential collision the operation space is performed through the
description of the operational space with an ocimraa illustrated on
Figure4.
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Octrees basic representation. Any figure can be

surrounded by an octomap. Example. Stanford bunny
represented with octrees.

Figure 4. Octree visual definition. It is very uglefor collision detection since it decreases tbmplexity of the scene
representation.

An octomap is able to model arbitrary environmewtthout any prior assumption about it [10]. The
representation models occupied areas as well asfrace. Unknown areas of the environment are ¢itipli
encoded in the map. On the software side, an oqtoseaver is populated and permanently updated by
receiving the point cloud generated by the Kinesgthsor (cloud of depth points) and converting gaht

in an entity with specific volume and collision cheteristics. The size of each octree can be aatjutst
decrease the processing time of the collision detec

The high priority areas (potential contact zones) @etected by proximity using the octomap servee
safety procedure is then straightforward: the @tajy planning detects the obstacle in the caledlat
trajectory, stops the motion taking place and tlemalculates an alternative path in the actualizsel zone.
When the obstacle moves (figure 5 the person moves the arm at the same time thatothot) the robot
algorithms repeats the calculations searchingeatfegectory. The detection includes the obje¢henhuman
or robot hand. The number of cubes is lower thaeflements in the point cloud.

Figure 5. Obstacle avoidance: Green blocks correspmthe so-called high priority areas the KUKA RMeeds to
avoid to anticipate a collision. The robot apprascfrom different directions, in both directions ttollisions are
detected with octomaps.
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Human detection was implemented with octomaps dieoto prevent collision with the LWR. The octor
library of ROS implements a 3D occupancy grid magmpproach, providing data structures and mayg
algorithms. The map implementation is based onaree. Preliminary trials in ROS detected the hu
presence based on the total surface of the octs, then the algorithm analyse toctomap_binary service
in order to find the size of the occupancy maghd result is a human detect (Figure6), then the node
publishes a messagEhe platform used to visualize the pHRI interactisirviz. The message is read by 1
robotto be integrated in the path planning controlle8].

Human recognition using octomaghstects the proximity to the robot, even when hetwhole human boc

is observed (Figure # was a disadvantage detected from use the opgeauker [8] for safety supervision
(refer to Deliverable 3.3).

Human detected No human

A Y |

Figure 6.0ctomaps detection: The octomap_bil occupancy grid is used to detectimgman presence in tihot
allowed contact states.

The safety mode interacts with other ROS nodesbatsic functionality is the supervision of the rb
workspace. Description of thed$ node is presented in thigigure 7
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Figure 7. Perception of the LWR workspace. Nodes
implemented in ROS.

2.1.  Allowed contact States

When object exchange mode is activated, the da@utact between human and robot isnast’ condition
(In Figure 6 is shown how is the direct contagtp&ved from the vision system though a commonaihje
here the octomaps strategy is seeing a collisiontte advantages of this function are not appléecddr
direct human-robot contact. Also, as it has beentimeed before, the Kinectl is used to locate tnmdm
hand. The result of having both algorithms runnmgery time consuming, limiting the frequency bét
camera data to 3 Hz in average.

Figure 8 Octomaps detection when the robot and the hurolththe same object: the contact though the oligect
perceived as a collision.
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Because of that, overall safety by octomaps cabeotised, then, an area of not allowed contact glurin
object exchange was defined (area marked in redigare 9, to the left). Due to Kinect2 is no longer
analysing the octomaps, the detection of the comsaperformed by a threshold of the force in th&¥R
joint’s sensors.

Post-collision detection is allowed in the areadid (mentioned before) because two reasons: the i®hot
programmed to move large distances in the exchange and the LWR body is contact safe when velocity
acceleration is limited [4].

In the programmed scenario, two nodes are in chafrgige dynamic safety implementation of the human-
Iwr interaction:Kinect_collision_detector and physical_collision_detector, one for the robot structure with
the programmed elements in the workspace and trer édr the physical collision indicated by theder
sensors. Those modules provide information to asdidhe LWR trajectory, if any collision occurseiththe
robot stops.

In the Figure 9 is shown the scenario without Kingsion (this consideration can be extended tgstesn
where the camera vision could fail). In the pictiréhe robot (with limited acceleration and velggit
collides with a person, the contact is not danggrbut enough to be detected by the force sensdrstap
the LWR in a safety configuration.

Figure 9. Area of not allowed interaction and ex&ngd collision detection using only the force sanssembedded in
the LWR.

iError! No se encuentra el origen de la referenciapresents a typical signal provided by the foraesse

of the LWR end effector, it has been produced lajract contact when the robot moves slowly on adix
linear trajectory. The threshold on the torque figsd at 0.5 Nm and it is easily detected by regdime

physical_collision_detector topic.

The detection is based on large variations of tirarsanded torques/motor currents in one joint {jdn
due it is mainly involved in the LWR large movemem the testbench configuration. The collision is
recognized, the reaction to not allowed contadaismched to the robot by stopping the motion refese
generator.

It has been decided to not use the forces in tloeedfector; due it is deeply involved during thejeatb
exchange and contact forces are expected. Themoimplemented in CoglLaboration testbench thap sto
the robot proves to be functional, however, a matmese the contact forces for all the joints tedan the
LWR is being explored recently (implementing reactstrategies to the contact and the dynamical haide
the LWR, but it is outside the project scope).
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Figure 10: Above: Contact effect in the force seasd the LWR joint 4. In the left is

shown the kinemat

ic chain of the Kuka LWR wherejtiet position is depicted.

The area of allowed interaction is located by thenan detection algorithm designed in Task 3.3 (hand
location), the robot approaches to the person deroto interact with his/her through the objectreamme.
This zone covers hand exchange area (Figure 1ltherattivation of thenotion execution state.

Figure 11 Area of allowed contact durirajlowed contact state.
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3 Conclusions

- A combination of techniques has been required fgoeg the best manner to implement safety
human-robot interaction for object exchange. Safetys implemented in two different but
complementary techniques, First focused to handctiet (refer to Deliverable 3.3 Human motion
tracking) and later for pre-collision strategies

- Classical approach to collision detection has h@egrammed and its implementation was adapted
for the particular characteristics of the CogLakioratestbench. When no contact was allowed, the
robot workspace was supervised by a pre-collisitrategy using octomaps. When object

interchange was needed, then post-collision styategs activated and combined with human
location developed in task 3.3.
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